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ABSTRACT 

Air pollution has detrimental impacts on the people, the environment, and the global 

economy; however, this issue is somewhat under-recognised in many nations, despite 

having an advanced healthcare infrastructure. Accurate, reliable, and real-time 

forecasting of air pollutants is critical to minimise adverse health outcomes, and 

improving the quality of human life. In comparison with other developed nations, 

Australia has a relatively higher standard of air quality. Despite this, approximately 

5,000 annual deaths are attributable to air-borne issues (AAS 2021). The Environment 

Protection Agency (EPA-VIC 2016) forecasts that population growth, increased 

urbanisation, and uncontrolled fossil-fuel emissions may result in summer smog, 

getting significantly pronounced after 2030. Australia’s arid nature with frequent dust-

storms and bushfires could further exacerbate the particle-borne air pollutants. 

Therefore, scientifically verified, and robust artificial intelligence methods are 

essential for efficient air quality forecasting that can support the Australian 

Government's health and environment protection policies.   

This doctoral research presents a novel study based on the development of 

computationally efficient artificial intelligence models that can provide early warnings 

through an air quality forecasting system. In the first objective, a novel hybrid artificial 

intelligence framework based on machine learning or an online sequential-extreme 

learning machine algorithm is developed to emulate hourly air quality variables i.e., 

fine particulates (PM2.5), coarse particulates (PM10), and the visibility reducing 

particles. These are associated with increased respiratory-induced mortality resulting 

in recurrent healthcare costs. The second objective further advances the first objective 

by introducing deep learning algorithms to develop a forecasting system for suspended 

particulate matter. As remote sensing data are also an important predictor for 

meteorological variables, the third objective has constructed a one-dimensional 

convolutional neural network (CNN) integrated with a one-directional fully gated 

recurrent unit (GRU) model using satellite and ground-based observations producing 

reliable estimates of PM10. The study areas considered are all major Australian air 

pollution hotspots, posing a growing hazard to public health. The results reflect that 

meteorological data, geographical information, and important statistical metrics have 

further improved the prediction accuracy in all the objectives. 
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By providing a high-resolution spatiotemporal forecasting system, the doctoral 

research results may provide scientific innovation and knowledge contributions 

facilitating further studies, enhancing the understanding and dynamic evolution of 

airborne pollutants. These findings could also facilitate the necessary pre-emptive 

actions during bushfires seasons, frequent dust storms in real-time warnings so our 

citizens can plan and minimise exposure risks. Another significance of the doctoral 

study is protecting vulnerable population groups (e.g., frail elderly, people with 

sickness, expectant mothers, and children) so the proposed models can be updated 

when new, higher-resolution satellites are launched. 

In synopsis, the novel state-of-the-art artificial intelligence models in this 

doctoral research have the potential to provide significant economic and advisory 

benefits for the government, particularly in air quality and health policy development. 

The predictive system can also be of global importance, where air quality poses a 

serious health risk. Therefore, the outcomes of this doctoral research can be adopted 

in constructing a real-time forecasting system tailored for environment protection 

industries, public health, governments, and other stakeholders.  
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hybrid CLSTM model. Note: The selected variables are captioned in 

red (a) Brisbane (b) Townsville (c) Hopeland, (d) Miles Airport 

Figure 4 Partial autocorrelation of TSP time-series. The green symbol shows 

the most significant lagged TSP used to develop the proposed APF 
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system using the hybrid CLSTM model. (a) Brisbane (b) Townsville 

(c) Hopeland, (d) Miles Airport. 

Figure 5 (a) Testing performance of CLSTM vs. the five other competing 

models evaluated using Legates & McCabe Index (L). (b) 3D-Bar 

graph of the mean absolute error (MAE). 

Figure 6 Scatterplot of forecasted (‘For’) vs. observed (‘Obs’) TSP in the model 

test phase. (a) Brisbane, (b) Townsville, (c) Hopeland, (d) Miles 

Airport. Note that the coefficient of determination (R2) is indicated in 

each subplot. 

Figure 7 Relative forecasted error (%) in TSP generated by CLSTM vs. five 

other competing models. (a) Brisbane, (b) Townsville, (c) Hopeland, 

(d) Miles Airport sites. Note that the axis from origin denotes the 

proportion of model error per hour. 

Figure 8 Forecasted vs. observed TSP in the test phase. (a) Brisbane, (b) 

Townsville, (c) Hopeland, (d) Miles Airport. 

Figure 9 (a-d). Performance evaluation with epoch = 2000 at Townsville in 

the test phase (July–December 2018). 

 

Chapter 5 

Novel hybrid deep learning model for satellite-based PM10 forecasting in most 

polluted Australian hotspots  

 

Figure 1 
(A) A color-coded heatmap with a visual overview of low, average, or 

high correlation of the variables considered in the study for the state 

(a) Queensland, (b) New South Wales, (c) South Australia, and (d) 

Victoria. The acronyms are discussed in Table 2.  

(B) Study sites in Australia where the proposed hybrid CNN-GRU was 

implemented.  

(C) The Structure of the GRU cell.  
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(D) Flowchart detailing the methodology in the model designing  

phase, as adopted for the construction of the proposed deep learning 

hybrid CNN-GRU model forecast PM10 (µg/m3) at an hourly time 

horizon.  

Figure 2 (A) Cross-correlations (rcross) showing co-variance between the air 

quality vs. its predictor variables (acronyms described in Table 4) used 

for designing the objective air forecasting tool with a hybrid CNN-

GRU model for Queensland state.  

(B) Partial autocorrelation of PM10 (µg/m3) showing the most 

significant lag for (a) Queensland, (b) New South Wales, (c) South 

Australia, and (d) Victoria. 

Figure 3 

 

 

 

 

Figure 4  

(A) Hotspots chosen in the research to forecast hourly PM10 (µg/m3). 

(B) Testing performance of CNN-GRU vs. the six others competing 

 models evaluated using the Willmott index of agreement (WI). 

 (C) A 3D-Bar graph of root mean square error (RMSE, µg/m3). 

 (A) A combo-clustered column and a line chart showing the Kling-  

 Gupta efficiency (KGE; RKG) and mean bias error (MBE; %),      

 comparison of the states of Qld, NSW, SA, and VIC. 

 (B) Training and Validation loss comparison of CNN-GRU for 

Queensland site in the testing phase. 
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CHAPTER 1 INTRODUCTION 

 

1.1 Background 

Air quality (AQ) affects our health, the liveability of our cities, towns, and our natural 

environment. Air quality is one of the major issues within an urban area that affects 

people's lives while existing observations of AQ are not adequate to provide 

comprehensive information to help vulnerable populations to a better plan. Australia 

is a developed nation and compared with other nations around the world, it has a 

relatively higher air quality standard. Despite this, challenges to maintaining clean air 

still exist that include population growth, increased urbanisation, surging demand for 

transportation (especially air transportation), and energy consumption. Considering 

some recent statistics, from October 2019 to February 2020, as Australia grappled with 

mega-fires with unprecedented intensity, more than 3 billion animals and around 

437,000 people were exposed to air with a PM 2.5 concentration of least 25 

micrograms per cubic meter of air, which is substantially more than the 15 micrograms 

per cubic meter of air that the World Health Organization considers an acceptable level 

for short-term exposure. At times, PM2.5 concentrations increased by more than 3.5-

fold because of the fires, as indicated by the authors (Graham et al. 2021) estimate. 

Every year in New South Wales, at least 279 people die prematurely because of toxic 

air pollution from the state’s five coal-fired power stations. The health impacts of poor 

air quality also include 233 babies born with reduced birthweight, 361 people 

developing type 2 diabetes and 2,614 years of life lost each year due to uncontrolled 

air pollution from the power stations. 

A significant challenge is the insufficient spatial measurement of AQ 

parameters. The ground-based weather stations continuously collect data but are only 

available in a limited number of locations. On the other hand, the remotely sensed 

satellite-based data are more suited for spatial studies however, satellites may pass a 

given location at the same time each day and miss out on the emissions variations at 

different hours over the whole day. This, combined with the arid nature of Australia 

with frequent wind-blown dust storms and bushfires, can exacerbate the particulate air 

pollution both temporally and spatially. Therefore, a robust forecasting method, used 

to constantly monitor the quality of air, which can consider these factors, is needed to 
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forecast the AQ more accurately and efficiently whilst supporting the Federal and 

Local Government’s policy development. 

        This doctoral thesis aims to investigate the feasibility of AI models that can 

predict ‘particulate matter (PM or particle pollution)’, as a critical indicator for 

measuring and controlling the degree of air pollution (measured in µg/m3) and 

referring to extremely small solid particles and liquid droplets found in the air (NSW 

2021a).   

Particulate matter, in the context of this doctoral thesis, includes the following: 

• Fine particles or PM2.5: Extremely fine inhalable particles, with diameters that 

are generally 2.5 micrometres and smaller (Squizzato et al. 2017). The main 

sources of PM2.5 are road dust, emissions from combustion of gasoline, oil, 

diesel fuel, wood products or coal- or natural gas-fired power plants, and 

fireplaces to name a few (Broome et al. 2020). This has been the subject of 

several research studies that have indicated that long-term PM exposure has 

adverse effects on mortality from cardiovascular and respiratory diseases 

(O’Neill, Zanobetti & Schwartz 2003; Bateson & Schwartz 2004; Glinianaia 

et al. 2004; Dominici et al. 2006; Zhou et al. 2010; Leitte et al. 2011; Langrish 

et al. 2012; Zhou et al. 2014). Owing to its severity and to address rising health 

issues arising from it, precise and real-time prediction of PM2.5 is of vital 

importance.     

• Coarse particles or PM10: Inhalable but coarser particles, with diameters that 

are generally between 2.5 µm and 10 µm (Andrews 2008). The main sources 

of PM10 are dust from construction sites, landfills and agriculture, wildfires and 

brush/waste burning, industrial sources, wind-blown dust from open lands, 

pollen, and fragments of bacteria (Chan et al. 1999). The severity of ill health 

impacts arising from high exposure to PM10 range from asthma to bronchitis to 

strokes and even premature death (Krzyzanowski et al. 2005; Walsh 2014; 

Kim, Kabir & Kabir 2015). 

• Total Suspended particles or TSP or SPM: Airborne particles up to about 

100 µm in diameter are referred to as TSP (total suspended particles or 

suspended particulate matter) (Qld 2021). The main source of these particles is 

combustion and non-combustion processes, including windblown dust, sea 
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salt, earthworks, mining activities, industrial processes, motor vehicle engines, 

and fires (Chaulya 2004). This pertinent air pollutant is mainly responsible for 

the increased nuisance, aspect of soiling of property and materials. 

• Visibility-reducing particles (aerosols) are also monitored to assess loss of 

visual amenity (the distance one can see clearly) (Qld 2021). The agricultural, 

industrial activity remnants, and wildfires are some of its common sources with 

safety implications in areas such as the aviation industry (Hyslop 2009). 

        Fundamentally, PM comes under one of the most challenging optimisation 

problems in present times, both for air quality and for climate change policies 

(Valavanidis, Fiotakis & Vlachogianni 2008). Forecasting air quality and designing a 

practical air quality system is a very difficult problem. This is due to the chaotic 

behaviour of air pollutants (Lee & Lin 2008). It also creates further difficulties in 

tracking their three-dimensional movement over several temporal domains. Their high 

importance for environmental policy is also one of the reasons for the growing 

scientific interest in published literature. When we forecast spatially correlated time 

series data, this becomes more challenging due to linear and non-linear dependencies 

in the temporal and spatial dimensions (Lin et al. 2018). To alleviate the urgency of an 

early warning system, accurate and robust air quality models for forecasting are needed 

which will assist in decision making and policy formulation. (Shaban, Kadri & Rezk 

2016).   

       Recent decades have seen the forecasting of air pollutants undertaken largely by 

three main categories of models: Physically driven (Kukkonen et al. 2012), data-driven 

or statistical or machine learning model (Karatzas & Kaltsatos 2007), and deep 

learning models in air quality (Sharma et al. 2020). Physically driven models, also 

addressed by dynamic models offer good accuracy and generally focus on the scientific 

evaluations and are considered the gold standard in the industry such as the 

Community Multiscale Air Quality (CMAQ) model that provides good accuracy (Byun 

& Schere 2006). An important issue leading to their fading importance in forecasting 

air quality is higher run-times due to the non-stationarity of predictor variables and 

sometimes overfitting (Pan et al. 2017). Such limitations can lead to substandard 

results, providing another pathway for an improved version of data-driven or machine 

learning models (Ghimire et al. 2019b, 2019a). These statistical models have limited 
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forecasting accuracy due to their inability to handle multivariate and nonlinear time 

series datasets (Tao et al. 2019).  Other factors affecting air pollution forecasting are 

various meteorological factors, traffic, etc. When considering these, sometimes 

statistical and machine learning models fail to consider parameter correlations and 

substantial multivariate air quality datasets (Zhu, Liang & Chen 2021). In recent years, 

with the rapid growth of artificial intelligence and big data techniques, deep learning 

(DL) has attracted considerable attention. Becoming an active research field for air 

quality forecasting, several studies show that the following characteristics help deep 

learning in attaining a forecasting and competitive edge in comparison to the earlier 

counterparts (Zhang et al. 2015): 

• Greater precision (Zhang et al. 2015) 

• Superior capability to address complex data problems and relatively complex 

function approximations (Ahmed et al. 2021). 

• Nonlinear mapping capability (Saxe, McClelland & Ganguli 2013). 

• Analysis of convoluted (i.e. stochastic) dataset (Reznikov et al. 2020). 

• Ability to use in multiple application areas such as pain intensity estimation 

(Bargshady et al. 2020), solar radiation forecasting (Ghimire et al. 2019b, 2019a), 

and seizure diagnosis (Al-Hadeethi et al. 2020) to name a few. 

Using deep learning methods, this PhD thesis aims to explore the feasibility of 

existing machine learning methods to create improved hybrid machine learning 

models that offer an efficient performance of air quality forecasting. The work aims to 

also recommend new and advanced models that may, therefore, be of potential use in 

the health environment and useful to governments globally in the planning and policy-

making aspects related to air quality. The following subsections of this chapter present 

the air pollution problem in more depth, providing the research motivation and 

objectives, the expected contribution, and finally, the structure of the rest of the thesis.  

   

1.2 Research Problem 

Air quality monitoring and modeling have become equally important to ensure that the 

public gets real-time health alerts and advice based on their areas' pollution levels. This 
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need has advanced air quality forecasting as the major research area in environmental 

data engineering. Timely forecasting is also beneficial for supporting environmental 

management decisions as well as averting serious accidents caused by air pollution. 

Furthermore, several time horizons in the future can also have an immense impact on 

air pollution management, consequently improving social, economic growth, and 

public health. 

       Australia is a developed nation with generally good air quality measurements; 

however, the current air pollution regulatory standards are not strong enough to protect 

human health. National air pollution limits currently exceed the World Health 

Organisation’s recommended thresholds and by international comparison, lag 

significantly. Much stricter standards have been adopted in many other countries, 

including the United States of America, China, and the European Union (EJA 2021). 

Each year, more than 5000 Australians die from exposure to air pollution – that’s four 

times the national road toll and could be prevented (AAS 2021). Most of the air 

pollution in Australia comes from aging coal-fired power stations and motor vehicles. 

Unlike most other countries, Australia’s laws, regulations, and standards for these two 

sources of toxic pollution are incredibly weak (Dean & Green 2017). 

       The detrimental health risks of unprecedented Australian bushfire smoke levels 

have further raised alarming concerns regarding air quality monitoring. The ‘Black 

summer fires’ of 2019-20 resulted in the worst-ever air emission footprints to date with 

critical environmental pollutants, particularly particulate matter (PM) reaching nearly 

400µg/m3; described as hazardous by the World Health Organisation (Davey & Sarre 

2020). A massive 80% of Australians were impacted, 27.2 million acres burnt, with 

over $10 billion in national financial impacts (Ryan, Silver & Schofield 2021). There 

seem to be discrepancies in the presentation of existing air quality metrics used by 

states, territories, and the Australian government departments such as the composite 

Air Quality Index, stratifying health messages into colour-coded bands (very good, 

good, fair, poor). This air quality information and related health advice across 

jurisdictions are confusing for the public. Further government investment is needed in 

air quality forecasting models, public health messaging, and exposure reduction for 

futuristic measures to protect Australians from the hazards of bushfires and dust 

storms. 



 

6 

 

       Analysing Australia National Pollutant Inventory (NPI) data to estimate air 

pollutants, coal mines accounted for 42.1% of national PM10 air emissions from NPI 

sites. PM2.5 from coal mines accounted for 19.5% of the national total, metals for 

12.1%, and nitrogen oxides for 10.1% (Hendryx et al. 2020). Air pollution in the Upper 

Hunter, one of the most polluted regions of Australia was reviewed (Higginbotham et 

al. 2010) to highlight the inaction of Australian States in addressing residents’ health 

concerns. However, (Broome et al. 2015) studied ambient PM2.5 and ozone in 

metropolitan Sydney and the public health impacts. Mount Isa, Queensland, Port Pirie 

Smelter in South Australia, La Trobe Valley in Victoria are some of the top particulate 

producing hotspots in Australia (Price et al. 2012).  

       Motivated by the critical reasons mentioned above, this doctoral thesis focuses on 

forecasting the air quality, especially all forms of particulates at short and medium 

temporal horizons for Australia using the machine and deep learning approach. The 

thesis also assesses the impact of several potential satellite-extracted and ground-based 

meteorological variables on forecasting air quality. The study regions are the major 

Australian hotspots where particulate matter concentration is high such as parts of 

Queensland, New South Wales, Victoria, and South Australia. 

 

1.3 Research Aims and Objectives 

Within the scope of the research gaps already identified in this doctoral thesis, the 

primary purpose of this research is to develop a robust and computationally efficient 

hybrid model based on the artificial intelligence applied to the problem of air quality 

forecasting. The thesis reports on the research which examined a set of case studies in 

Australia across short and long-term horizons. This is presented as a collection of three 

high-impact, Scopus Q1 publications as a core contribution of this PhD thesis by 

Publications. 

To achieve the aim of this study, the following objectives are presented: 

i. Develop and evaluate a novel hybrid air quality early-warning framework 

ICEEMDAN-OS-ELM (Improved Complete Ensemble Empirical Mode 

Decomposition with Adaptive Noise (ICEEMDAN) with the Online 

Sequential-Extreme Learning Machine (OS-ELM)) that emulated hourly 

particulates (PM2.5 and PM10) with atmospheric visibility reducing particles 
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(VIS). It was benchmarked with ICEEMDAN-multiple-linear regression 

(MLR), ICEEMDAN-M5 model tree, and standalone: OS-ELM, MLR, M5 

model tree using Queensland and New South Wales data. The article has been 

published in Science of the Total Environment (Vol: 709 (2020):  Page(s): 

135934 – 135957, ISSN: 0048-9697).  

ii. Design deep learning techniques for hourly suspended particulate matter 

forecasting with Convolutional Neural Network (CNN) and Long Short-Term 

Memory (LSTM) networks to create a novel CNN-LSTM framework for 

Australia. The article has been published in IEEE ACCESS (Vol: 8 (2020):  

Page(s): 209503 – 209516, ISSN: 2169-3536) 

iii. Investigate the association of meteorological parameters in forecasting hourly 

air quality for the most polluted Australian hotspots through hybrid deep 

learning of Convolutional Neural Network (CNN) and Gated Recurrent 

Network (GRU) to create CNN-GRU architecture. The article has been 

published in Atmospheric Environment. (Vol. 279 (2022),  Pages(s): 119111-

24.) 

Other than the three primary objectives identified as a core part of the PhD program, 

the doctoral research has also focussed on a further two research objectives covering:  

(1) a systematic review paper on air quality and COVID-19, and  

(2) an original research paper on Artificial Intelligence-based Bit-wise Decoding of 

Error-correction Codes for Radio Communications for future defence applications. For 

this aspect, an APR. Intern PhD internship program (over 5 months) was conducted 

with external funding from the Australian Department of Defence. A media article by 

APR.Intern is here. 

The details of these additional articles are given in section 1.5 thesis layout and 

Appendix A and B. 

 

1.4 Significance of the Research study 

Using an artificial intelligence approach this thesis reports the potential utility of an 

air pollution forecasting system that was developed and evaluated at short and 

https://www.usq.edu.au/news/2021/09/ai-radio-system
https://aprintern.org.au/2021/09/23/making-waves/
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medium-scale timesteps with case studies in Australia. The models developed in the 

study carry significant merits, as summarised below: 

i. A significant literature gap has been bridged in this work where novel 

frameworks have been modelled in all three prime objectives for pollutant 

modelling, particularly for Australia, and therefore, can be used as a pragmatic 

tool in monitoring the atmospheric environment. 

ii. The atmospheric modelling effort assists in the evaluation of the impact of 

pollutants on health, and the environment, and contributes to research on air 

quality and general risk assessments. It can be used as an early warning 

decision support system for the government of any country. 

iii. This research work is a paramount step regarding the construction of an 

effective air pollutant forecasting technology making a vital impact on the 

environment and health risk alleviation.   

iv. The developed hybrid artificial intelligence and deep learning models are vital 

for health policymakers and state governments for better future planning and 

policy development. These modelling strategies can provide timely 

information for rapid decision-making during extreme events such as bushfires 

and dust storms.  

v. In modelling the air pollution forecasting frameworks, efficient and practical 

architectures have been designed.  This exemplified the proposed methods as 

a superior tool for forecasting air quality magnitudes both at short and medium 

scales. This has positive implications for providing advice on air quality and 

addressing the current challenges to the public health sector.    

vi. The limitations of traditional statistical models in modelling the proposed 

architecture have been identified leading to an understanding of the hybrid 

frameworks, their advantages, and how they can overcome the challenges 

experienced in the conventional statistical methods. 

The programming algorithms implemented in this research were developed on a 

Windows 10 platform Intel® core™ i7 Generation 9 @ 3.7 gigahertz processing unit, 

16 GB memory, MATLAB, and Python programming language (Sanner 1999) and 
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freely available open-source libraries (i.e., Keras (Ketkar 2017), Tensor Flow (Abadi 

et al. 2016),  and Scikit-learn (Pedregosa et al. 2011)). 

1.5 Thesis Layout 

This thesis is organised into six chapters, comprising three major studies, presented as 

a PhD Thesis by Publications. They are followed by the conclusion that summarises 

the challenges, findings, significance, and scientific contributions of this study and 

recommendations for future works. Furthermore, the details of the one article under 

review and one submitted are given in Appendix A and B. 

The thesis schematic and the six chapters are as follows: 

Chapter 1 describes the introductory background and the statement of the problem of 

the research and presents the objectives of this study. 

Chapter 2 presents the area of study, data, and general methodology used in this study 

and lays the background for the forthcoming chapters. This chapter provides general 

viewpoints while the specific study area, data, and methods are presented in the 

respective chapters. 

Chapter 3 presents a published journal article in Science of the Total Environment 

(Vol: 709 (2020):  Page(s): 135934 – 135957, ISSN: 0048-9697). This chapter 

formulates a novel hybrid air quality early-warning framework for Australia, that was 

modelled at an hourly temporal horizon with online sequential extreme learning 

machines and improved complete ensemble empirical mode decomposition with 

adaptive noise for particulate matter 2.5, 10, and visibility reducing particles.  

 

Publication Type: Journal  

Scopus Rated: Q1 

Percentile: 96%, Category: Environmental Science  

Impact Factor: 7.96 

SCImago Journal Rank (SJR): 1.795  

SNIP: 2.015 

DOI: https://doi.org/10.1016/j.scitotenv.2019.135934 

 

https://doi.org/10.1016/j.scitotenv.2019.135934
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Chapter 4 presents a published journal article in IEEE ACCESS (Vol: 8 (2020):  

Page(s): 209503 – 209516, ISSN: 2169-3536). This chapter discusses deep learning 

techniques for hourly suspended particulate matter forecasting using convolutional 

neural and long short-term memory networks to create a novel CNN-LSTM framework 

for Australia.  

Publication Type: Journal  

Scopus Rated: Q1 

Percentile: 87%, Category: Engineering 

Impact Factor: 3.367 

SCImago Journal Rank (SJR): 0.587 

SNIP: 1.421 

DOI: https://doi.org/10.1109/ACCESS.2020.3039002/ 

 

Chapter 5 presents a journal article accepted subject to minor revision in Atmospheric 

Environment. This chapter presents the association of meteorological parameters in 

forecasting hourly air quality for the most polluted Australian hotspots through hybrid 

deep learning of convolutional neural network and gated recurrent unit to create CNN-

GRU architecture. 

Publication Type: Journal  

Scopus Rated: Q1 

Percentile: 95%, Category: Pollution 

Impact Factor: 4.79 

SCImago Journal Rank (SJR): 1.4 

SNIP: 1.4 

DOI: https://doi.org/10.1016/j.atmosenv.2022.119111 

 

Chapter 6 presents the summary of the thesis with concluding remarks, limitations, 

and recommendations for future works. 

Appendix A:  

https://doi.org/10.1109/ACCESS.2020.3039002/
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This chapter blends our main thesis chapters by discussing the association of air 

pollutants and novel Coronavirus with deep learning as a systematic literature review 

with the case studies in Asia and Oceania. The findings of this work are under review 

in a high-impact research journal of Sustainable Cities and Society.  

Publication Type: Journal  

Scopus Rated: Q1 

Percentile: 97%, Category: Civil and Structural Engineering. 

Impact Factor: 7.59 

SCImago Journal Rank (SJR): 1.65 

SNIP: 2.35 

DOI: TBA 

 

Appendix B:  

This chapter discusses the work done during the student internship with Defence 

Science and Technology Group (DST) and Australian Postgraduate Research (APR). 

The journal article was submitted to IEEE ACCESS. Artificial Intelligence-based Bit-

wise Decoding of Error-correction Codes for Radio Communications was discussed. 

Publication Type: Journal  

Scopus Rated: Q1 

Percentile: 87%, Category: Engineering 

Impact Factor: 3.367 

SCImago Journal Rank (SJR): 0.587 

SNIP: 1.421 

DOI: TBA 

 

For a better understanding of the connection among the studies and articles, the flow 

story of the thesis is graphically represented in Fig. 1.1. 

 

https://doi.org/10.1016/j.scitotenv.2019.135934
https://doi.org/10.1109/ACCESS.2020.3039002/
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Figure 1.1: Thesis flow chart.
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1.6 Chapter Summary  

Over time, the patterns of air pollution are changing in Australia, but the presence of 

air pollution is an increasing challenge for Australian cities and often for rural areas. 

This is because of changes in the growing population, climate, industry, and 

technology. The co-occurrence of multiple factors has a significant impact on weather 

variables and air quality. State and Territory governments in Australia would benefit 

from a powerful tool to better understand and quantify atmosphere-related risks. 

Although several physical models have been developed worldwide, they often fail to 

measure a complex dependence structure. The deep learning models provide a better 

way to describe the joint behaviour of compound events. The main contribution of this 

research is to attract considerable attention to a potential and novel integration of deep 

learning in emulating air quality at several temporal resolutions in regions of Australia 

where air pollution is becoming a significant problem to public health. The models 

developed in this work can also be used globally to develop policies and strategies to 

control air pollution, now and in the future.  
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CHAPTER 2   DATA AND METHODOLOGY 

 

2.1 Foreword 

This chapter provides an overview of all the study locations used in this thesis in 

developing the early warning hybrid deep learning models for air quality forecasting. 

These study areas are of paramount importance to Australia where air quality presents 

a health issue while the proposed models are of global significance. The chosen 

hotspots have a high concentration of particulate matter, and their importance is 

described in detail in each of the chapters. The availability, description of data used, 

duration and limitations if any, are also discussed. Although detailed model 

development techniques have been presented in the respective chapters, this chapter 

also presents a brief account of the methodology that was used in developing the deep 

learning and artificial intelligence models developed for air quality forecasting. 

 

2.2 Study Area 

 Figure 2.1 shows the study region showing geographical sites considered in Australia   

 for the research.  

2.2.1 Queensland (Qld) 

Queensland located between 22.57° S (latitude) and 144.08° E (longitude) is the 

second largest state of Australia and one of the primary study areas considered 

in this thesis. Being a sunshine state, as the temperatures surges, it becomes 

important to control and reduce the emission of air particles, particularly when 

the temperature surges (Ren & Tong, 2006). Qld records Australia’s highest 

greenhouse gas emissions per capita (CWA 2018) and is also home to nine out 

of the worst 10 mines for causing air pollution in Australia. These mines are 

known for generating PM10 which is the cause of rising respiratory problems, 

cancer, and chemicals in the bloodstream (NPE 2016). Queensland stations 

considered in the study are- 

• Gladstone (Boyne Island)- A project named Clean & Healthy Air for 

Gladstone (CHAG) was undertaken by Qld Health and the Department 
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of Environment and Resource Management to measure the cumulative 

impacts of hazardous pollutants. 

• Mackay Region (West Mackay)- Located in the West Mackay, Mackay 

Region provides important information about air pollutants such as PM10 

and VIS, from the industrial site that faces increasing community 

concerns from the industrial air emissions on human health (DERM 

2011). 

• Brisbane (Cannon Hill, South-East (SE) Qld)- Capital of Queensland, 

this station is situated next to the metropolitan railway and transports coal 

to the Port of Brisbane. PM is measured to evaluate the progress of 

ongoing measures focussed on reducing coal dust emissions from rail 

wagons. The station also measures most air pollutants i.e., PM10, PM2.5, 

TSP, and VIS, considered in the study, and therefore, is a critical site to 

assess the efficiency and feasibility of the proposed DL hybrid AI models.  

• Townsville (Townsville Coast Guard)- With the ‘Townsville Dust 

Monitoring Program’ AQ monitoring started in Townsville in 2007. This 

site registers community concerns about dust impacts from the Port of 

Townsville operations.  

• Miles Airport (Western Downs region)- The station started its 

monitoring in 2015 and is based in Southwest (SW) Qld. This is important 

to consider evaluating deep learning (DL) hybrid models as it measures 

12 air pollutants. 

• Hopeland (Darling Downs region)- Hopeland is a rural station in SW 

Qld. It assesses AQ near an area of intensive coal seam gas (CSG) 

production run by Origin Energy. Hopeland station is managed by 

CSIRO’s Gas Industry Social and Environmental Research Alliance 

(GISERA) as part of the Surat Basin Air Quality research.  

• Mount Isa mines- The Mount Isa Mine has been in operation since the 

mid-1920s with smelting commencing in the 1930s. Mount Isa has 

been declared the most polluted postcode in Queensland (ABC 2018) 

with 12 polluting facilities (NPI 2021). However, it is also being 
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challenged as the most polluted postcode in Australia (NWSN 2021), 

with a claim from the National Pollutant Inventory  (NPI 2021) that 

Mount Isa’s mining facilities are the highest polluting facility, with 

almost double the air emissions of the next highest facility in Australia.  

2.2.2 New South Wales (NSW) 

NSW located between 31.25° S (latitude) and 146.92° E (longitude) is a south-

eastern Australian state and the most populous state of Australia. NSW stations 

considered in the study are- 

• Sydney (Campbelltown)- Sydney, the capital of NSW is the economic 

and financial centre of Australia and registers a high concentration of 

PM2.5. It also measures most air pollutants i.e., PM10, PM2.5, and VIS, 

considered in the study. Many researchers have taken Sydney as an area 

of interest (Mannes et al. 2005; Gupta et al. 2007; Morgan et al. 2010) 

but there is an absence of air quality forecast models based on techniques 

considered in the thesis. 

• Newcastle in (Lower Hunter Region)- This station has the world's largest 

black coal exporting port with three power stations and 34 mines (HVRA 

2009) while the Hunter region residents are exposed to industrial air 

pollution concentrations rivalling any region in Australia (Higginbotham 

et al. 2010). 

• Hunter Valley – It has the highest concentration of coal mines and coal 

train operations in Australia. The national standard of coarse particulates 

pollution was exceeded 171 times as compared to earlier years in the 

Hunter region,  making it the highest air-polluting region of NSW (NPI 

2021) and a major contributor to exacerbated heart and lung diseases in 

the population. 

2.2.3 Victoria (VIC) 

VIC located between 36.98° S (latitude) and 143.39° E (longitude) is a south-

eastern Australian state. VIC stations considered in the study are- 
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• La Trobe Valley- It is the location of large coal-fired power stations in 

Victoria, along with the paper mill, and open-cut coal mines. This makes 

it the third-largest source of particulates along with the emission of 30 

toxic substances. The (EPA-VIC 2016) air monitor readings show PM2.5 

readings of up to 67.4 micrograms per cubic meter in the valley – nearly 

three times the ambient air goal for PM2.5 making it a very important 

hotspot for the study. 

2.2.4 South Australia (SA) 

SA located between 31.25° S (latitude) and 146.92° E (longitude) is a south-

central part of the Australian state. The station that has been considered in the 

study is- 

• Port Pirie Smelter- Port Pirie hosts one of the world’s biggest lead and 

sulphur dioxide smelters. This facility is the reason that at least 95% of 

children in Port Pirie had elevated lead levels in the blood over the last 

decade. Other pollutants levels that are also substantially high are one-

hour sulphur dioxide levels. The standard of which is 0.2 parts per 

million and > 1000 times since 2003. It has been the topic of research in 

several studies due to its importance (Baghurst et al. 1999; Taylor & Isley 

2014; Taylor, Isley & Glover 2019) 
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Figure 2.1: The study region shows geographical sites in Australia for the research 

 

2.3 Data Description 

Two main data sources were utilised in developing artificial intelligence and hybrid 

deep learning forecasting models for air quality. Table 2.1 concisely describes the 

data used with respective sources and other relevant details in achieving each 

objective.  
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Table 2.1 Details of all data used in this research. 
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   Paper 2 

(Chapter 4) 
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WD (°TN), WS (°), 
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(°C), AT (%), RH 

(hPa), BP(µg/m3),   

PM10 (µg/m3), 
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   Paper 3 

(Chapter 5) 

Predictors ϯ:  

 

DSA (-), TAE (Nm), 

TAS (Nm), TCZ 

(Dobsons) 

CTP (hPa), CTT (K) 

TCA (-), CAFL (-) 

CAFM (-),  

CAFH (-), 

TPW (kg/m2),  

DSA (m/s) 

NASA 

GIOVANNI,  
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EPA VIC 
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Note: OEH- Office of Environment and Heritage; DoES - Department of Environment 

and Science, EPA- Environment Protection Authority, DoPIE- Department of Planning, 

Industry, and Environment. 

* = WD- Wind Direction, WS- Wind Speed, WST- Wind Sigma Theta, WSSD- Wind 

Speed Standard Deviation, AT- Air Temperature, RH- Relative Humidity, BP- 

Barometric Pressure, PM10-Coarse particulate matter, PM2.5-Fine Particulate matter, O3 

- Ozone, NO2 – Nitrogen Dioxide, CO – Carbon Monoxide, RAD - Solar radiation. 

ϯ = DSA- Dust Scattering AOT, TAE- Total Aerosol Extinction, TAS- Total Aerosol 

Scattering, TCZ- Total column ozone, CTP- Cloud top pressure, TCA- Total cloud area 

fraction, CAFL- Cloud area fraction for low clouds, CAFM- Cloud area fraction for 

middle clouds, CAFH- Cloud area fraction for high clouds, TPW- Total precipitable 

water vapour, and SWS- The surface wind speed. 

 

For objective 1, the aggregated data from the entire state of New South Wales 

(NSW), and Queensland (Qld), Australia were used and acquired from the NSW Office 

of Environment and Heritage and the Qld Government Department of Environment 

and Science repositories. The data providers regularly assess the reliability of air 

quality monitoring stations and adopt preliminary quality checks to ensure an accurate, 

effective, and cost-efficient mechanism is in place. The data are for the hourly 

temporal horizon and the period of 01-January-2015 to 31-December-2017. Chapter 3 

provides more details regarding data processing and its usage. 

 For objective 2, the data from the same source as objective 1 were adopted. 

However, the study focussed on all the hotspots in Australia where suspended 

particulate matter data were available. These locations were found to be in Queensland 

(four stations). Hourly data was extracted to forecast TSP from 01-01–2015 to 31–12–

2018. The data is validated before use for modelling purposes. Chapter 4 provides 

more details of these data. 

 For objective 3, the study adopts a wide range of datasets extracted from five 

sources: 30 meteorological variables or Satellite data are extracted from (NASA-

GIOVANNI 2021) for the input variables. GIOVANNI is the repository ‘Goddard 

Online Interactive Visualization and Analysis Infra-structure’ belonging to the 

National Aeronautics and Space Administration (NASA). This enables feeding the 

model with critical variables like aerosol optical depth, tropopause pressure, air 

https://disc.gsfc.nasa.gov/information/glossary?keywords=giovanni%20measurements&title=Giovanni%20Measurement%20Definitions%3A%20Ozone
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temperature to name a few that are highly likely to influence the variability of air 

pollution. The ozone monitoring instrument (OMI) spectrometer, the Atmospheric 

Infrared Sounder (AIRS) satellite, and the Modern-Era Retrospective analysis for 

Research and Applications (MERRA) satellite variables were adopted in the study since 

historical data related to the target variable plays the main role in evaluating air 

pollutants. The ground-based PM10 values were sourced from four government sources 

for each state.  

For Queensland, the data were sourced from the Queensland Government 

Department of Environment and Science (DoES 2021). For New South Wales (NSW) 

the repository was considered by the New South Wales Government Department of 

Planning, Industry, and Environment (NSW 2021b). South Australian repository was 

sourced from The Environment Protection Authority  South Australia (EPA-SA 2021), 

and finally, the data for Victoria was sourced from The Environment Protection 

Authority, Victoria (EPA-VIC 2021). The data sourced were from 01-Jan-2018 to 31-

Dec-2018 for the hourly horizon. A complete list of all variables, including their details 

is provided in Chapter 5. 

 

2.4 General Methodology 

Before the development of hybrid deep learning and artificial intelligence models, it is 

essential to do a quality check on the data. The missing data imputation was done 

through a calendar averaging technique during this phase. The data used in the study 

naturally display stochastic behaviour. In addition, we normalise/scale the input data 

to avoid dominance and to bring the data to a common scale. This also avoids large 

numeric ranges from the values of the predictor variables, which in turn may 

undermine the effects of lower range values. The data are normalized between [0, 1] 

(Hsu, Chang & Lin 2003). The following formula is used for normalisation which in 

turn helps in handling large variations in the data (Hsu, Chang & Lin 2003). The 

formula used in objective 1 is shown below as an example: 

                                           

2.5 2.5
2.5

2.5 2.5

MIN
NORM

MAX MIN

PM PM
PM

PM PM

−
=

−
                                         (1) 



 

22 

 

In Eq. 1. 2.5

MINPM = The minimum values of PM2.5,  

              2.5

MAXPM
= The maximum values of PM2.5 

                    2.5

NORMPM = The normalised PM2.5 and similarly for the other variables in 

subsequent equations used for modelling.  

Thereafter to complete the objective of this thesis, the inputs, and the target data were 

converted into their respective forecast horizons by using the partial autocorrelation 

function (PACF). This step selects most of the best statistically significant lag from 

the target air quality variable (different PM in this study). Furthermore, to address the 

non-stationarity issues associated with the data, the data were decomposed using an 

improved version of empirical mode decomposition with adaptive noise 

(ICEEMDAN). For the further objectives, as we had more input variables, we also 

employed the statistic of the cross-correlation (CCR) between the target (PM) and the 

inputs (State governments data or satellite extracted data) to choose the best variables 

for input for the third objective.   

Finally, the grid search was employed to finalise the boundary conditions and 

best parameters of the models developed in the respective objectives of this study. The 

optimisation and trial-and-error methods are discussed comprehensively in their 

respective chapters 3, 4, and 5. 

In this thesis, various data intelligent air quality forecasting models and 

competitive benchmarking approaches were considered and developed, since a robust 

modelling approach is necessary. The models ranged from the well-known artificial 

intelligence models such as online sequential extreme learning machine (OSELM), 

Volterra, extreme learning machine (ELM), random forest (RF), M5 model tree, 

multiple linear regression (MLR), and deep learning models such as ICEEMDAN-

multiple-linear regression (MLR), ICEEMDAN-M5 model tree, Convolutional long 

short-term memory (CLSTM), long short-term memory (LSTM), Bidirectional long 

short-term memory (BiLSTM), CNN-BiLSTM, CNN-LSTM, gated recurrent unit 

(GRU), and CNN-GRU.  

            This evaluated their abilities to forecast air quality data and compare the 

preciseness, robustness, and limitations of different approaches over the hourly 

forecast horizon. Pre-processing approaches and data filtering techniques involved 

ICEEMDAN, grid search, and CNN that were used to handle the non-stationarity 
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features or extract the spatial features from the inputs and create a hybrid model. These 

filtering techniques are necessary to enhance the forecast accuracy by decomposing 

the data into low and high pass filters and selecting the best input parameters for the 

models used as a hybrid or later in modelling. A trial-and-error method was utilized in 

this research to select the appropriate parameters of all the models used in the study. 

Finally, the bootstrap (B) technique was incorporated in this research to create an 

ensemble model that has a good ability to estimate the forecast uncertainty.  

In the literature, the MLR model is a statistical technique that examines the cause 

and effect relationship between objective i.e. and predictor variables (Deo & Şahin 

2017). 

Random Forest is an ensemble of decision tree algorithms that can be used for 

classification and regression predictive modeling (Rajarethinam, Aik & Tian 2020). 

The main advantage of the M5 model tree is that it provides the results in a simple and 

comprehensible form of regression equations (Kisi et al. 2017) which can be easily 

used. In air forecasting and other applications, the OS-ELM model is considered a fast 

and powerful data intelligent approach that can offer better performance compared to 

other algorithms (Liang et al. 2006; Lan, Soh & Huang 2009). On the other hand, 

ICEEMDAN and B are filtering robust techniques. These pre-processing techniques 

have been applied in many forecasting studies to improve traditional models (Xiao et 

al. 2021). This helps in the selection of the best parameters for models and generating 

prediction bands through an ensemble model (Tiwari & Adamowski 2013; Li & Li 

2016; Quilty & Adamowski 2018). 

For objective 1 of Chapter 3, i.e., hourly (1.0 hour) forecasting horizon, standalone 

OS-ELM, MLR, M5 model tree was used, and two hybrid approaches were constructed 

namely ICEEMDAN-MLR, ICEEMDAN-M5 model tree. They were all benchmarked 

against ICEEMDAN-OSELM which was found to outperform the approaches in 

forecasting PM2.5, PM10, and VIS. In Chapter 4, which was our objective 2, a hybrid 

predictive model (i.e., CLSTM) was designed to forecast the TSP. CLSTM was 

integrated between CNN with LSTM to attain optimal performance. It was compared 

against the ensemble of five other competing models namely Random Forest, Volterra, 

MLR, M5 model tree, and LSTM that lagged in their capability to generate satisfactory 

TSP forecasts to the deep learning CLSTM hybrid model. In the next objective 3 i.e., 

Chapter 5, there is an integration of CNN and GRU model to make the CNN-GRU 
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model. The objective model was competitively benchmarked with competitive CNN, 

LSTM, BiLSTM, GRU, and two hybrids CNN-LSTM and CNN-BiLSTM.  

Figure 2.2 illustrates the classification of the models discussed in this section into 

their respective chapters. Also, the theoretical backgrounds and techniques used to 

develop the objective models are shown in detail in the related chapter. In summary, 

the novel and main hybrid models developed in this study were: 

i. The novel early warning AI-based framework ICEEMDAN-OSELM was 

proposed to forecast all air quality variables (i.e., PM2.5, PM10 & VIS). The 

ICEEMDAN was adopted to decompose the target data into intrinsic mode 

functions (IMF) and a residual component while the OSELM robustly extracted 

predictive patterns by fine-tuning the model generalisation to a near-optimal 

global solution, representing modelled AQ at hourly forecast horizons. Chapter 

3 illustrates the complete model development. 

ii. A practical and novel approach for Australia was generated through a 

computationally efficient architecture with a deep learning hybrid ‘CLSTM’ 

model. This addressed gaps in modelling the hourly TSP that can help design 

a user-friendly air pollution forecasting system. A three-layered CNN model 

robustly extracted the data features from ‘four’ benchmarked models. The last 

layer analyses all features to forecast the next hour's TSP (µg/m3). The details 

of the model development steps are clearly shown in Chapter 4.  

iii. The CNN and GRU models are integrated with an extensive list of 

meteorological parameters as predictor variables to forecast PM10 (µg/m3) for 

an hourly forecasting horizon. A new and novel approach for air quality 

forecasting was presented in Chapter 5 where six other DL models were 

developed. 
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Figure 2.2: Types of data intelligent models developed in each chapter (objective) in 

this doctoral thesis. 

In this doctoral thesis, a wide range of statistical criteria have been used as 

performance criteria. They include- correlation coefficient (r), root-mean-square error 

(RMSE; µg/m3), mean absolute error (MAE; µg/m3), and relative mean square error 

(RMSE; µg/m3), mean absolute percentage error (MAPE; %), mean bias error (%), 

Willmott’s Index (WI), Nash–Sutcliffe efficiency coefficient (ENS) and Legates and 

McCabe’s Index (L) were employed to evaluate the performance of the models to 

forecast air quality data (PM in this thesis). The details and mathematical equations 

for these statistical indices are shown in each chapter of this thesis. Additionally, 

several plots including a colour-coded heatmap, polar plots, combination plots of 

column and line charts, box plots, scatter diagrams, time series plots, relative error 

Data intelligent 
air quality 
forecasting 

models

ICEEMDAN-OSELM

vs.

OS-ELM, MLR, M5 model 
tree, ICEEMDAN-MLR,and 
ICEEMDAN-M5 model tree  

(First objective)

(Chapter 3)

CNN-GRU

vs.

CNN, LSTM, BiLSTM, GRU 
CNN-LSTM and CNN-

BiLSTM. 

(Third objective)

(Chapter 5)

CLSTM

vs.

Random Forest, Volterra, 
MLR, M5 model tree, and 

LSTM

(Second objective)

(Chapter 4)
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analysis plot, bar graphs, Taylor plots, and Python training and validation loss 

comparisons, as well as performance evaluation plots, were also introduced to assess 

the ability of the models developed in this study for air quality forecasting.  
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CHAPTER 3 A HYBRID AIR QUALITY EARLY-

WARNING FRAMEWORK: AN HOURLY 

FORECASTING MODEL WITH ONLINE 

SEQUENTIAL EXTREME LEARNING MACHINES 

AND EMPIRICAL MODE DECOMPOSITION 

ALGORITHMS 

 

3.1 Foreword 

This chapter presents an exact copy of the published article in Science of the Total 

Environment journal (Vol: 709 (2020):  Page(s): 135934 – 135957, ISSN: 0048-9697). 

This work focussed on significant challenges of air quality such as the chaotic, 

non-linear, and high dimensional nature of predictor variables. A practical tool was 

formulated that produces real-time forecasts to mitigate public health risks. The 

novelty of this research is the development of the proposed hybrid early warning 

artificial intelligence (AI) framework that can emulate hourly AQ variables (i.e., 

Particulate Matter 2.5, PM2.5; Particulate Matter 10, PM10 and lower atmospheric 

visibility, VIS), associated with increased respiratory induced mortality and recurrent 

health-care cost. Firstly, hourly AQ data series (January-2015 to December-2017) are 

demarcated into their respective intrinsic mode functions (IMFs) and a residual sub-

series that reveal patterns and resolve data complexity characteristics, followed by a 

partial autocorrelation function applied to each IMF and residual sub-series to unveil 

historical changes in AQ. To design the prescribed hybrid model, the data are 

partitioned into training (70%), validation (15%), and testing (15%) sub-sets. The 

online sequential-extreme learning machine (OS-ELM) algorithm integrated with 

improved complete ensemble empirical mode decomposition with adaptive noise 

(ICEEMDAN) is designed to robustly extract predictive patterns by fine-tuning the 

model generalisation to a near-optimal global solution, representing modelled AQ at 

hourly forecast horizons. The resulting early warning AI-based framework denoted as 

ICEEMDAN-OS-ELM is individually constructed by aggregating the sum of 

forecasted IMFs and residual sub-series. The results are benchmarked with several 

competing approaches- e.g., ICEEMDAN-multiple-linear regression (MLR), 
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ICEEMDAN-M5 model tree, and standalone: OS-ELM, MLR, M5 model tree. 

Statistical metrics including the root-mean-square error (RMSE), mean absolute error 

(MAE), Willmott’s Index (WI), Legates McCabe’s Index (ELM), and Nash–Sutcliffe 

coefficients (ENS) also evaluated the model’s accuracy. Both visual and statistical 

results register superior results for the ICEEMDAN-OS-ELM model, outperforming 

alternative approaches for all AQ variables (i.e., PM2.5, PM10 & VIS). For instance, for 

PM2.5, ELM values ranged from 0.65–0.82 vs. 0.59-0.77 (ICEEMDAN-M5 tree), 0.59-

0.74 (ICEEMDAN-MLR), 0.28-0.54 (OS-ELM), 0.27-0.54 (M5 tree) and 0.25-0.53 

(MLR). Furthermore, ICEEMDAN-OS-ELM registered the lowest errors, ranging from 

0.7-1.03 µg/m3 (MAE), 1.01-1.47 µg/m3 (RMSE) for PM2.5 whereas for PM10, these 

metrics value were 1.29-3.84 µg/m3 (MAE), 3.01-7.04 µg/m3 (RMSE) and for 

Visibility, they were 0.01-3.72 µg/m3 (MAE (Mm-1)), 0.04-5.98 µg/m3 (RMSE (Mm-

1)). Visual analysis of forecasted and observed AQ through a Taylor diagram illustrated 

the objective model’s preciseness, confirming the versatility of the AI model in 

generating AQ forecasts. The excellent performance ascertains the AI model’s 

potential utility for AQ monitoring and subsequent public health risk mitigation. 

 

3.2 Research Highlights 

• An artificial intelligence predictive framework devised for air quality 

prediction. 

• Efficient forecasting of air quality with five modelling approaches was 

recorded. 

• OS-ELM coupled with ICEEMDAN outperformed the other models. 

• AI models show potential in health informatics and Australia's environment 

sector. 

• AI models can empower public health risk mitigation to create a liveable 

society. 
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CHAPTER 4 A DEEP AIR QUALITY FORECASTS: 

SUSPENDED PARTICULATE MATTER MODELING 

WITH CONVOLUTIONAL NEURAL AND LONG 

SHORT-TERM MEMORY NETWORKS 

ALGORITHMS 

4.1 Foreword 

This chapter presents an exact copy of the published article in IEEE ACCESS (Vol: 8 

(2020):  Page(s): 209503 – 209516, ISSN: 2169-3536). 

          Total Suspended Particulate (TSP) was the subject of this paper, built on Chapter 

3. Models were developed for forecasting visibility reducing particles and PM using 

conventional artificial intelligence models, albeit without considering TSP. This study 

built a deep learning hybrid CLSTM model where a convolutional neural network 

(CNN) is amalgamed with the long short-term memory (LSTM) network to forecast 

hourly TSP. The CNN model entailed a data processer including feature extractors that 

draw upon statistically significant antecedent lagged predictor variables, whereas the 

LSTM model encapsulated a new feature mapping scheme to predict the next hourly 

TSP value. The hybrid CLSTM model was comprehensively benchmarked and was 

seen to outperform an ensemble of five machine learning models. The efficacy of the 

CLSTM model was elucidated in the model testing phase at study sites in Queensland, 

Australia. Using performance metrics, visual analysis of TSP simulations relative to 

observations, and detailed error analysis, this study ascertained the CLSTM model's 

practical utility for air pollutant forecasting systems in health risk mitigation. This 

study captured a feasible opportunity to emulate air quality at relatively high temporal 

resolutions in global regions where air pollution is a considerable threat to public 

health. 

4.2 Research Highlights 

• A hybrid CLSTM model was generated by integrating with CNN and LSTM for 

air quality forecasting. 

• CLSTM is evaluated against an ensemble of five other competing models.  
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• A comprehensive evaluation with statistical metrics, charts, and plots of tested 

data demonstrated that the hybrid CLSTM model was able to yield relatively 

better forecasts and has potential applications in air quality systems.  

• CLSTM architecture was considerably robust in forecasting hourly data, and 

therefore indicated its possible application in the air pollution model and future 

public health and air quality studies. 

4.3 Graphical Abstract 
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ABSTRACT Public health risks arising from airborne pollutants, e.g., Total Suspended Particulate (TSP)
matter, can significantly elevate ongoing and future healthcare costs. The chaotic behaviour of air pollutants
posing major difficulties in tracking their three-dimensional movements over diverse temporal domains is a
significant challenge in designing practical air quality systems. This research paper builds a deep learning
hybrid CLSTM model where convolutional neural network (CNN) is amalgamed with the long short-term
memory (LSTM) network to forecast hourly TSP. The CNN model entails a data processer including feature
extractors that draw upon statistically significant antecedent lagged predictor variables, whereas the LSTM
model encapsulates a new feature mapping scheme to predict the next hourly TSP value. The hybrid CLSTM
model is comprehensively benchmarked and is seen to outperform an ensemble of five machine learning
models. The efficacy of the CLSTMmodel is elucidated in model testing phase at study sites in Queensland,
Australia. Using performance metrics, visual analysis of TSP simulations relative to observations, and
detailed error analysis, this study ascertains the CLSTMmodel’s practical utility for air pollutant forecasting
systems in health riskmitigation. This study captures a feasible opportunity to emulate air quality at relatively
high temporal resolutions in global regions where air pollution is a considerable threat to public health.

INDEX TERMS Air quality forecasting, convolutional neural networks, deep learning, long short-term
memory networks.

NOMENCLATURE
APF Air Pollutant Forecasting.
AQ Air Quality.
DL Deep Learning.
µg/m3 Micrograms per cubic metre.
PM2.5 Fine particles with size 2.5 mm or less.
TSP Total Suspended Particulate Matter up to about

100 µm In Diameter.
TSPFORi Forecasted TSP for ith observation.
RELU Rectified Linear Units.
WI Willmott Index of agreement (WI)
ADAM Adaptive Moment Estimation.

The associate editor coordinating the review of this manuscript and

approving it for publication was Asad Waqar Malik .

MAPE Mean Absolute Percentage Error (%).
ENS Nash–Sutcliffe Efficiency.
RELU Rectified Linear Units.
PM10 Coarse particles between 2.5 And 10 mm.
CLSTM Deep Learning hybrid Convolutional Long

Short-term Memory Neural Network.
TSPOBSi Observed TSP for ith observation.
L Legates and Mccabe Index.
r Pearson’s correlation coefficient.

I. INTRODUCTION
As urbanisation progresses, air pollution is becoming an
alarming environmental and societal concern. Besides regular
monitoring efforts, there is a rising demand for short-term air
pollutant forecasting (APF) system. This system can benefit
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governments in its health policymaking, traffic control in
times of heavy pollution, and protecting vulnerable factions
of the society (e.g. senior citizens, people with health ail-
ments, pregnant ladies, and children).

One critical environmental pollutant that has an indiscrim-
inate emission footprint is particulate matter (PM). The diver-
sity and complexity of PM movements make the ongoing
analysis and forecasting of this health hazard a critically chal-
lenging task. This atmospheric property has been extensively
studied (e.g. [1], [2]). PM constitutes PM2.5 (Particulate Mat-
ter 2.5, or fine pollutants < 2.5 µm (micrometres)), PM10
(Particulate Matter 10, or coarse pollutants (2.5 – 10) µm),
and total suspended particulate matter (TSP or SPM) i.e.
all airborne particles up to 100 µm in diameter [3]. TSP,
measured in µg/m3, is the subject of this paper, built on our
earlier study [4] where we modelled visibility reducing parti-
cles and PM using conventional artificial intelligence models,
albeit without considering TSP. This research, therefore, aims
to design an APF system that predicts TSP responsible for
recurrent healthcare costs and increased nuisance through
the soiling of property and materials. The primary source of
TSP, being combustion (e.g., engines, bushfires, dust, mining,
and industrial processes), is currently rising in many nations.
There are very few studies globally that studied the acute
effects of TSP and mortality [3], [5]. Therefore, new research
is crucial for modelling the behavior of this health hazard.

In recent years, the forecasting of air pollutants has been
accomplished through two methods: first, dynamic or physi-
cal models [6], and second, data-based statistical or artificial
intelligence models [7] are considered. Physical models pro-
vide good accuracy of the physical processes, however, some
studies report a significant model-error and a need for long
run-times that make the model difficult to implement over a
short-term horizon [8]. Fortunately, neural network models
can address such issues as they only require proper datasets
to speed up the learning andmodel convergence. Owing to the
limitations of physics-based models, an APF system based on
artificial intelligence can be a viable option to produce better
results [9]. In atmospheric predictions, deep learning (DL)
has attracted considerable attention. Many studies [10] are
showing its ability to attain high forecasting precision than
its earlier counterpart, or non-DL models. Numerous works
have implemented DL in a diverse range of applications such
as solar radiation [11], [12], pain intensity estimation [13],
and seizure diagnosis [14]. In these studies, and the others,DL
was commended for its superior capability to handle complex
data (e.g., TSP) and approximation through stochastic vari-
ables analysis with a nonlinear feature mapping capability.

To develop an APF system, this research adopts a convolu-
tional neural network (CNN). This is a renowned DL algo-
rithm employing efficient multistage architecture through
convolution, pooling, and fully connected layers for effective
task-dependent and non-handcrafted data attribute represen-
tation [15]. Further improvements can be achieved through a
secondary DL architecture based on long short-term memory
(LSTM) network [16]. LSTM’s key merits are that it can

FIGURE 1. (a) A word crunch showing the problems caused by air
pollution in Australia. (b) Study sites in Queensland Australia where the
proposed CLSTM was implemented.

resolve to vanish gradient issues and explore sequential data
relationships through unique (input, forget, output) gates.
The amalgamation of CNN with LSTM is fast becoming a
popular area of research in AQ and there are some important
global studies such as [17]–[19]. However, the construction
of the hourly APF system for TSP and especially for Aus-
tralia is yet to be explored. Following the aforesaid, there
appear to be gaps in the literature. Firstly, there is rather
fragmentarily available literature involving DL algorithms
for TSP prediction, and Secondly, there appear to be gaps
in TSP prediction application in Australia despite a hand-
ful of studies performed elsewhere, e.g. TSP concentration
models in China sea with back-propagation neural network
(BPNN) [20], multi-layer filtration system [21], modelling
TSP with light scattering [22], and with coulter sensors [23].
However, none of these studies have forecasted TSP w.r.t air
quality. To address such issues, this research aims to build an
APF system for short-term (hourly) TSP forecasts using the
LSTM algorithm as a versatile model integrated with CNN
as a feature extraction framework, as with PM2.5 [24] and
other studies [9], [25]. Despite air pollution causing 3000
premature deaths in Australia with a staggering annual health
expense ofAUD 24.3 billion, there is a dearth of research [26].
Recent spine-tingling Black Summer bushfires across South-
eastern Australia (July 2019–February 2020) [27], [28] and
ancient dust-storms registered severe air pollution episodes.
Australia is an arid continent where the rising global tem-
perature and bushfires, health, and environmental challenges
illustrated graphically (Fig. 1 a) are considered serious [29].
An optimal AQ target is a critical issue but this is hindered
by ineffective policies that warrant the development of a
real-time and robust APFmethodology [4]. Considering this,
the novelty of this paper is as follows:

i) A practical study is presented to generate a compu-
tationally efficient architecture with the DL hybrid
‘CLSTM’model. Our approach aims to address gaps in
hourly TSP modelling for a user-friendly APF system.

ii) Firstly, our model design phase employs an ensem-
ble of competing machine learning models: Random
Forest (RF), Volterra, M5 model tree, and Multiple
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Linear Regression (MLR) to forecast hourly TSP. Sec-
ondly, the LSTM algorithm is applied to an ensem-
ble of forecasted TSP to compare its results with
the final output. Thereafter, a three-layered CNN
model robustly extracts remaining data features i.e.,
statistically significant antecedent inputs from ‘four’
(excluding LSTM) benchmarked models. The last layer
analyses all features involving independent LSTM
fusion to finally forecast the next hour TSP (µg/m3).
This multi-modeling overcomes the inherent deficien-
cies in single models [30].

iii) The CLSTM necessitates the data fusion through a
refining process by CNN and features mapping by
LSTM. Extensive evaluation through careful selection
of last hour’s meteorological variables over hotspots in
Queensland, Australia, shows reliable forecasts.

iv) CLSTM’s efficacy is explored by statistical metrics,
visual analysis of forecasted and observed TSP, and
comprehensively benchmark against an ensemble of
five machine learning models including LSTM.

v) The hourly predictions of TSP, which is near real-time,
can help combat public health issues through proactive
advisory, planning, and implementing a regulatory AQ
system, and making this research significantly unique
for global applications for human health benefits.

II. THEORETICAL OVERVIEWS
We now provide a brief overview of the objective model (i.e.,
CNN & LSTM). The theoretical explanation of standalone
models i.e. MLR [31], M5 model tree [32], Volterra [30],
and Random Forest [33] are presented elsewhere as these are
well-known methodologies.

A. FEATURE EXTRACTION: CONVOLUTIONAL NEURAL
NETWORK
In this research, CNN constructs the proposed APF system,
denoted as CLSTM, which is applied for hourly TSP predic-
tion. CNN’s are relatively successful Feed Forward Neural
Networks [34]. However, few studies e.g. [35] have applied
CNN for AQ research. A typical CNN architecture consists
of Convolutional layers (CON) discovering the data patterns.
This transforms local relationships in input features or images
using a kernel. A Pooling layer (POOL) reduces the target
variable dimension while a Fully connected layer (FC) gen-
erates the probability of each category implied in initial input
data [36]. If a = activation function, W f

= kernel’s weight
with feature map f th, and ∗ = an operator of convolutional
process, each convolutional layer extracts TSP pattern with a
lagged matrix, expressed mathematically as:

hijk = a((W f
∗ x)ij+ bk ) (1)

It should be noted that CNN’s are computationally intensive
in extracting hidden nonlinear features. These features can
help a CNN model to create filters representing the data
patterns [37]. This paper aims to simplify the modelling
technique, mainly to satisfy real-time usage for hourly TSP

architecture. A one-dimensional (1-D)CON operator directly
forecasts 1-D TSP data with a grid search being used to select
the channels through three CON layers. Adam is an optimi-
sation algorithm and ReLU is an optimisation algorithm such
that ReLU is:

f (x) = max (0, x) (2)

B. LONG SHORT-TERM MEMORY NETWORK: TIME SERIES
PREDICTION
LSTM is a Recurrent Neural Network (RNN) [38] with the
ability to learn long-range dependence between target and
input variables. Hence LSTM’s are becoming useful in fore-
casting time series variables, especially in AQ research as
the objective is to consider dependence on a forecast hori-
zon suited for sequential prediction whilst also evading the
gradient decay issues. The memory block of LSTM has input,
output, and forget gates, assisting the update of information
flow, thus making it an excellent choice for TSP modelling.
This can continuously update the next forecasted value [39].
Successful usage of LSTMs are language modelling [40],
speech recognition [41], and AQ research [42]. The calcula-
tions are as follows [9]:
I. If Sn−1 = Last hidden state, In = new input,

Fn = forget gate, Wm =Weight matrices, bm = bias vector,
in = input gate, σ (. . . ), tanh(. . . ) = Activation functions
(Logistic, sigmoid, hyperbolic), the cell state is represented
by:

Fn = σ (Wm. (Sn−1, In)+ bm) (3)

A candidate cell state δn decides what information will be
stored, scaled by in –

tanh (Wc. (Sn−1, In)+ bc) (4)

in = σ (Wi. (Sn−1, In)+ bi) (5)

II. Cell state δn combines the earlier state and the present state
(δn−1, δn). Here δn−1 is scaled by in and δn−1 by Fn:

δn = (Fn ∗ δn−1 + In ∗ δn) (6)

III. Finally, for the output process, (‘‘output gate’’ θn decide
the output state n. Here θn is filter for output Sn :

θn = σ (Wθ .(Sn−1), In)+ bθ ) (7)

Sn = θn.tanh(δn) (8)

III. MATERIALS AND METHOD
A. RESEARCH AREA
To appraise CLSTM, we utilize hourly air pollutants or
TSP (µg/m3) for Queensland (Qld). Table 1 (a-b) describes
the study sites and all relevant data. Qld is the second
largest state in Australia, exhibiting a soaring rate of green-
house gas emissions per capita [43]. It has nine (out of
ten) worst mines that generate PM, causing major respi-
ratory issues with cancer cases [44]. A spatial picture of
the study sites is illustrated in Fig. 1 (b). The Qld-based
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TABLE 1. (a) Geographic description (b) Data segregation of study sites.

TABLE 2. Descriptive statistics of TSP (µg/m3) for each study site.

air monitoring hotspots are Brisbane, Townsville, Hopeland,
and Miles Airport. The Brisbane station monitors PM (and
TSP) which is potentially relevant to emissions from rail
wagons transferring coal to the Port of Brisbane. Townsville
station began in 2007 in the form of a dust monitoring
program by considering community concerns regarding dust
impacts from the Port of Townsville. Rural sites: Hopeland
and Miles Airport are responsible for assessing AQ near an
area of intensive coal seam gas productions. Considering
the need to develop forecast models for TSP especially for
these important hotspots, the study designed the proposed
CLSTM model. Table 2 displays air pollutant TSP’s inferen-
tial statistics. Data were acquired from theQldDepartment of
Environment and Science. Data are continuously evaluated
for quality through preliminary analysis. Table 1 (b) shows
missing data (‘ ’) caused by equipment servicing and
other instrumental failures. Following statistical procedures,
the hourly mean calendar values were used to replace missing
data [45].

B. DEEP HYBRID CLSTM MODEL ARCHITECTURE
Hourly TSP data were used to develop six forecast
models shown in the overall schematic (Figure 2) of the
proposed deep learning (DL) hybrid CLSTM model. The
objective model is compared to the DL model LSTM,
including non-DL versions: Volterra, Random Forest, MLR,
and M5 model tree. All models were developed on Win-
dows 10 platform Intel R©i7 Generation 9 @ 3.7 gigahertz

processing unit, 16 GB memory, Python programming
language, and freely available open-source libraries (i.e.,
Keras [46], Tensor Flow [47], and Scikit-learn [48]).
To develop a hybrid CLSTM model, data were firstly par-
titioned; and although there is no consensus over data par-
titioning ratios [49]; this issue is a critical consideration
as it affects the feasibility and capability of the model.
In absence of any designated rule [50], the TSP data
were initially divided into training sets (01-January-2015 to
31-December-2017) for Brisbane and Townsville (i.e. 75%).
For Hopeland, and Miles Airport the period considered
was 14-January-2015 to 31-December-2017 (i.e. 75%), and
02-July-2015 to 31-December-2017 (i.e. 72% or 30,678)
when these stations started their AQ monitoring. This data
division ensured a universally representative hourly-step
horizon. Table 1(b) shows that a six-monthly period for
validation (01-January-2018 to 30-June-2018) and testing
(01-July-2018 to 31-December-2018) purposes for all sta-
tions. This is consistent with published literature that empha-
sises the criticality of partitioning into subsets before model
construction to avoid leakage of validation and training data
over the upcoming testing subset, thereby introducing a test-
ing bias [51]. The sample data from the training set pro-
vided model estimation through hyper-parameters hence the
validation set became an essential component of modelling.
Table 2 enumerates the descriptive statistics of measured AQ,
and Table 3 discusses the model input variables used for
hourly TSP (µg/m3) forecasting. Following earlier literature,
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FIGURE 2. Schematic of APF system using deep learning hybrid model (CLSTM).

the chaotic nature of AQ requires a normalisation pro-
cess before modelling to conform all data to be within
[0, 1] [52]:

TSPNORM = (TSP− TSPMIN )/(TSPMAX − TSPMIN ) (9)

In (9), TSPMIN , and TSPMAX = the minimum and max-
imum values of TSP, respectively, while TSPNORM = the
normalised TSP. In Table 3, Wind (W ), Direction (D), Speed
(S), Air Temperature (AT), Relative Humidity (RH), Baro-
metric pressure (BP), (NO2), Carbon monoxide (CO), and
Solar Radiation (RAD). The next step in model design is
illustrated in Fig. 3 (a)-(d). It identifies cross-correlation coef-
ficients (rcross) investigating the co-variance between hourly
AQ data vs. respective predictor variables used to build a
hybrid CLSTM for all study sites. The blue line indicates
a 95% significance boundary. Fig. 4 (a)–(d) utilises partial
autocorrelation function (PACF) to deduce the correlation of
TSP series with its own historical lagged values, regressing
the shifted series to determine these correlations. Successive
time-shifted predictors created by this method denoted as
TSP (t – n) where n is the value of the lag (e.g., n = 1
in Fig 4) reveals good correlation with past TSP at all sites.
Through this method, the significant lagged TSP series is then

TABLE 3. Model input variables. = data is not monitored.

employed to build the proposed CLSTM model. In Table 4,
the optimal framework of CLSTM (boldfaced in red) vs.
the comparative models is illustrated. Notably, a grid search
was adopted to select the hyperparameters and corresponding
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FIGURE 3. Cross-correlations (rcross) investigating co-variance between the AQ vs. predictor variables used to build the proposed APF system using a
hybrid CLSTM model. Note: The selected variables are captioned in red (a) Brisbane (b) Townsville (c) Hopeland, (d) Miles Airport.

FIGURE 4. Partial autocorrelation of TSP time-series. The green symbol
shows the most significant lagged TSP used to develop the proposed APF
system using the hybrid CLSTM model. (a) Brisbane (b) Townsville
(c) Hopeland, (d) Miles Airport.

optimal value range to finally reach an optimum framework
for best feature extraction. The starting numbers are deter-
mined as per published studies conducted for DL [9], [12].
The model’s improvement was monitored by the succes-
sive addition of numbers until we reach an optimal set. For
instance, as shown in Table 4, when CLSTM was tested for a
good batch size (from 400 as it is big data) and it continued
till the performance became optimal (i.e. 2000 epochs and
500 batch size). It is noteworthy that the optimal number
of hidden neurons plays a significant role in determining
the most feasible model architecture. In this study, it was

ensured that the grid search enabled the model to correctly
learn the predictor data patterns, and thus, avoided issues like
overfitting that can occur in cases when a significant model
framework does not converge in a given run time or a small
framework might lack the appropriate degrees of freedom to
fully extract data patterns [53]. The lowest training MAE or
RMSE, which was obtained by a sequence of hidden neurons
in gradual steps was adopted to determine the optimal model
architecture [54]. After trialling SoftMax, tangent hyperbolic,
and sigmoid functions, ‘ReLU’ was found to be the optimal
activation function attaining the best CLSTM performance.
Hyper-parameters of all tested models were chosen through
a grid search procedure, which could impose a huge time
factor and significant computing costs associated with the
machine learning process. Each model search generally takes
10∼11 hours with the computation training and testing time
to get reduced to< 20 min after deducing the optimal param-
eters [9]. Notwithstanding this, the training data size is known
to affect the cost and hyperparameter selection [55]. The deep
learning hybrid model CLSTM utilises a pooling layer to
overcome overfitting issues in its training phase, helpingmin-
imise and control the parameters and computations involved.
It should be clarified that the inputs of CLSTM are the hourly
TSP’s lagged matrix; however, the output is the forecasted
TSP. The next i.e. the fourth layer in theCLSTM framework is
the LSTM architecture itself positioned to analyse the features
and later pass those in forecasting TSP (µg/m3) values for the
next hour. As enunciated in grid search after hyper-parameter
selection, the study utilises the following properties [9]:
• Least Square Error and Absolute Deviation(L1,
L2-regularisation): The sum of absolute differences and
square of differences between observed and forecasted
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TABLE 4. Optimal architecture (in red for CLSTM) for TSP(µg/m3).

TSP is minimised through penalisation parameters. Gen-
erally, L1, L2 parameters penalises the huge parameter
values, thus reducing the models’ nonlinearity.

• Dropout: is a regularisation adopted to improve the
training performance and reduce overfitting. For all iter-
ations, dropout picks up a neuron fraction between [0,1]
(hyper-parameter). In this study, dropout = 0.1.

• Activation Function: SoftMax, tanh, sigmoidal were
tested with Rectified Linear Unit (ReLU) as most opti-
mal.

• Early Stopping: Kera’s DL library eliminates over-
fitting [56] by setting the mode to ‘‘minimum’’ and
patience to ‘‘45’’. Here, ES typically halts training when
validation loss stops, decreasing the number of epochs,
specified by the patience term.

Summarising these, the hybrid CLSTM was obtained in three
distinct stages: Selection: Predictors based onmeteorological
variables at a lag of (t–1 or using features of the past hour)
were selected using rcross and PACF. Validation & Testing:
Validation of the selected inputs and testing on Qld sites was
carried out through these models: Volterra, Random Forest,
M5model tree, andMLR. LSTMwas applied to the forecasted
TSP (µg/m3) result. Feature extraction & low latency

predictive phase: The three-layer CNN feature extraction
phase was employed on forecasted TSP (four models). The
fourth layer was the low latency predictive fusion phase with
an independent LSTM on the flattened layer forming a single
connected layer, giving the final forecasted next hour TSP,
with results evaluated via equations (10) – (15).

C. MODEL PERFORMANCE CRITERIA
This subsection provides a rigorous evaluation of the hybrid
CLSTM relative to its counterpart comparative models adopt-
ing a wide range of statistical criteria based on Pearson’s cor-
relation (r), Root-Mean-Square-Error (RMSE;µg/m3), Mean
Absolute Percentage Error (MAPE; %), Mean Absolute
Error (MAE; µg/m3), Willmott’s Index of agreement (WI),
Nash–Sutcliffe Efficiency (ENS ), and Legates and McCabe
Index (L) [50], [57], [58] whose mathematical equations are:

I) Mean absolute error

(MAE) =
1
N

∑N

i=1

∣∣∣(TSPFOR − TSPOBS)∣∣∣ (10)

II) Root mean square error

(RMAE) =

√
1
N

∑N

i=1

(
TSPFORi − TSPOBSi

)2
(11)

III) Pearson’s correlation coefficient (r) (12), as shown at
the bottom of the next page

IV) Willmott Index of agreement (WI)

1−

 ∑N
i=1

(
TSPFORi − TSPOBSi

)2
∑N

i=1

(∣∣∣TSPFORi −TSPOBSi

∣∣∣+∣∣∣TSPOBSi −TSPOBSi

∣∣∣)2


(0 ≤ WI ≤ 1) (13)

V) Nash–Sutcliffe Efficiency (ENS )

1−

∑N
i=1

(
TSPFORi − TSPOBSi

)2
∑N

i=1

(
TSPOBSi − TSPOBSi

)2


(∞ ≤ ENS ≤ 1) (14)

VI) Legates and McCabe Index (L)

1−

∑N
i=1

∣∣TSPOBSi − TSPFORi

∣∣∑N
i=1

∣∣∣TSPOBSi − TSPOBSi

∣∣∣


(∞ ≤ L ≤ 1) (15)

where TSPFORi , TSPOBSi = forecasted and observed TSP for
ith observation,N = Total number, TSPFORi ,TSPOBSi =mean
forecasted and observed TSP. The study considered that a
Gaussian error distribution is likely to imply RMSE to be a
more appropriate measure of model accuracy compared to the
MAE [59]. Note that a better performance is attained for WI
and ENS close to unity [50], [57], [58]. However, the value of
L (a refinedWI) is used to penalise model error more strictly,
and so, it is a considerably robust metric, especially for large
and relatively complex datasets (e.g., TSP).

VOLUME 8, 2020 209509

61



E. Sharma et al.: Deep AQ Forecasts: Suspended Particulate Matter Modeling With Convolutional Neural and LSTM Networks

TABLE 5. Testing performance of CLSTM vs. Other competing models.
(a) Brisbane, (b) Townsville, (c) Hopeland, (d) Miles airport.

IV. RESULTS AND DISCUSSIONS
This section provides empirical results to assess model
performance, demonstrating the effectiveness of the newly
designed APF system using a hybrid CLSTM approach. The
results of hybrid CLSTM are benchmarked with the five other
competing approaches; e.g., LSTM, RF, Volterra, M5 model
tree, and MLR. Further model appraisal has been achieved
through several model evaluation metrics as described by
(10)–(15). Table 5 (a)–(d) shows the predictive performance
for all models evaluated in the testing phase. Comparing
the results of the study site Brisbane plotted in Fig. (5–9)
for TSP, this work attained the most precise forecasts for
the case of the hybrid CLSTM w.r.t all six statistical metrics
(highest r ≈ 0.93, lowest RMSE ≈ 13.97µg/m3, MAE ≈
3.54µg/m3, highest WI ≈ 0.96, L ≈ 0.80, and ENS ≈ 0.86)
in comparison with statistical metrics of the other models.
For instance, r ≈[0.38-0.82], MAE ≈ [4.69-15.51]µg/m3,
MAPE≈ [10.20-36.07]%,RMSE≈ [19.24-46.71]µg/m3,WI
≈ [0.55-0.95], ENS ≈ [0.52-0.81], and L ≈ [0.33-0.73] for
the comparative ensemble of models, where the value before
[-] is the lower bound and the value after [-] is the upper bound
of a metrics. For a complete understanding of CLSTM, we
evaluate the test performancewith all benchmarkmodels (i.e.,
LSTM, RF, M5 Model Tree, and MLR) through the Legates
and McCabe Index (L) and a 3D-bar graph of the mean abso-

FIGURE 5. (a) Testing performance of CLSTM vs. the five other competing
models evaluated using Legates & McCabe Index (L). (b) 3D-Bar graph of
the mean absolute error (MAE).

lute error (MAE) of hourly TSP forecasts, i.e., Fig. 5(a), (b).
The results show the highest ‘L ′ and lowest errors, high-
lighted by the performance metrics. That is, we get the fol-
lowing results: Brisbane (MAE ≈ 3.54 µg/m3), Townsville
(MAE ≈ 5.40 µg/m3), Hopeland (MAE ≈ 7.98 µg/m3),
and Miles Airport (MAE ≈ 6.60 µg/m3), all of which
accord with excellent performance of the model in terms
of current literature [60]. Our deep learning hybrid model:
CLSTM shows the highest L (≈ 0.80, 0.51, 0.35, 0.61) for
all study sites when compared with the rest of the model
ensembles. It should be noted that this is the most stringent
performance measure and thus, is an indicator of the superior
performance of the proposed CLSTM model [61]. Further-
more, the ‘p’ value of the CLSTM model has been tested
for all stations at significance level 0.05, 0.01, and 0.1. The
p-value is < 0.00001 for all study sites, which indicates
the result is significant at p < 05, 0.1, and 0.01. Testing
performance of CLSTM model An alternative account of

∑N
i=1

(
TSPOBSi −TSPOBS

) (
TSPFORi −TSPFOR

)
√∑N

i=1

(
TSPOBSi −TSPOBS

)2√∑N
i=1

(
TSPFORi −TSPOBS

)2 (−1 ≤ r ≤ 1) (12)
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FIGURE 6. Scatterplot of forecasted (‘For’) vs. observed (‘Obs’) TSP in the model test phase. (a) Brisbane, (b) Townsville, (c) Hopeland, (d) Miles
Airport. Note that the coefficient of determination (R2) is indicated in each subplot.

the CLSTM model’s accuracy is achieved through Pearson’s
correlation, ‘r ′ comparing the hourly TSP (forecasted (‘For’)
vs. observed (‘Obs’)) and the goodness-of-fit displayed via
scatterplots (Fig. 6 (a)-(d)). Here, scatterplots are used to
authenticate the consensus between regression, coefficient
of determination, and predictors variables with a linear fit
including the r2 value are used to outline the model’s accu-
racy [50]. Notably, for short-term forecasts, CLSTM gives
the best performance to further ascertain its suitability. This
deduction is supported by a high r2-value for Brisbane
(CLSTM ≈ 0.96) vs. (LSTM ≈ 0.85, Volterra ≈ 0.75, RF
≈ 0.89, M5 model tree ≈ 0.58, and MLR ≈ 0.75). Sim-
ilarly, for Townsville and Miles Airport, the r2–value for
hybrid CLSTM is ≈ (0.74, 0.71) vs. LSTM ≈ (0.72, 0.60),
RF ≈ (0.73, 0.59), Volterra ≈ (0.59, 0.50), MLR ≈ (0.58,
0.40), and M5 model tree ≈ (0.21, 0.42). It is noticed that,
although all models performed relatively poorly for the case
of Hopeland, the performance of CLSTM was better (≈
0.57) than the rest of the models. Importantly, the standalone
models produced inferior results in forecasting hourly TSP
with r2 values of LSTM (≈ 0.50), M5 (≈ 0.33), RF (≈
0.48), MLR (≈ 0.37), and Volterra (≈ 0.20). These results
concur with the high values of MAPE and RMSE for this
station as elaborated in further discussion. The proposed
hybridCLSTMmodel also showed superior performancew.r.t
mean absolute error (MAE). For instance, in the case of Bris-
bane,MAE≈ 3.54µg/m3 as compared toMAE≈ 4.69µg/m3

(LSTM), MAE (RF ≈ 15.51µg/m3, Volterra ≈ 7.91µg/m3,

MLR ≈ 8.13µg/m3, M5 model tree ≈ 11.66µg/m3). Impor-
tantly,MAE is significantly lower for all stations as compared
to the remaining ensemble of models in the research.
It concurs from Table 5(a)–(d), that as the magnitude of

MAE for the proposed hybrid CLSTM model is low (< 10%)
for all the study sites, this generally falls in the category
of an excellent model, see Ref [60]. However, there also
appears to be a subtle variation in model accuracy when
the root mean square error (RMSE) and the mean abso-
lute percentage error (MAPE) is computed. For instance,
the hybrid CLSTM model is seen to generate an RMSE ≈
13.97µg/m3, 7.44µg/m3, and MAPE ≈ 8.43%, MAPE ≈
17.37% for Brisbane and Townsville; (i.e., a good model
category with an error < 20%), and fair results with RMSE
≈ 21.97µg/m3, 23.11µg/m3 for Hopeland and Miles Airport
(i.e., a fair model category with error > 20%). Notably,
the two stations (Hopeland & Miles Airport) generally incur
high RMSE and MAPE, however, the lowest RMSE is reg-
istered by the hybrid CLSTM model in such a way that the
error for the other models occurs in a higher range i.e.,
[24.23– 29.62]µg/m3 for Hopeland. This is also noted for the
case of Miles Airport that has the lowest error for the hybrid
CLSTM model, while the other models are seen to obtain a
higher error in the range [26.66– 49.35] µg/m3. Following
our results presented to far, we can infer that CLSTM accedes
to much greater accuracy than the five other models, and thus
appears to be a versatile predictive tool in modelling TSP at
hourly steps. To further confirm this, we revert to radial (or
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FIGURE 7. Relative forecasted error (%) in TSP generated by CLSTM vs. five other competing models. (a) Brisbane, (b) Townsville, (c) Hopeland,
(d) Miles Airport sites. Note that the axis from origin denotes the proportion of model error per hour.

polar) plots showing the relative (or percentage) forecast error
in Fig. 7 (a)-(d). In principle, the performance can be denoted
as good when forecasted error (FE) is close to trivial. There-
fore, the hybrid CLSTMmodel’s results are seen to excel to a
much greater degree in comparison to its counterpart models.
For all study sites, these show an FE (%) value frommidnight
(0.00–23.00) in such a way that the CLSTMmodel elucidates
a high degree of accuracy. This performance evaluation also
shows that CLSTMwas succeeded by RF, Volterra,MLR, and
M5 tree with the latter showing high relative FE computed at
an hourly time-step. Fig. 8 (a)-(d) illustrates a comparison
of forecasted vs. observed TSP where data are averaged for
the entire test phase. We have used red to show CLSTM
simulations and black for observed data. The plots illustrate
the preciseness of the objective model against competing
approaches. In closing, Fig. 9 (a) illustrates the forecasted the
testing (‘For’) vs. observed (‘Obs’) TSP at the hourly interval
in phase for one of the study sites (Townsville). The hybrid
CLSTM model is seen to yield comparatively high accuracy
(r ≈ 0.83, MAE ≈ 5.40µg/m3, RMSE ≈ 7.44µg/m3, WI
≈ 0.91) between TSPObs and TSPFor . Importantly, the fore-
casted and observed TSP are quite adjacent to each other,
suggesting a potential benefit of usingCLSTM for reliableAQ
forecasting systems. Fig. 9 (b-d) further shows the efficacy
of the hybrid CLSTM model illustrating the model MAE loss

and loss comparison in the training and validation phase
from January 2015 – June 2018 for the Townsville study
site. To summarise, we aver that the newly proposed deep
learningCLSTMmodel has performed very well for the study
sites w.r.t stringent error evaluation such as, but not limited to
theWillmott’s Index of agreement, Nash–Sutcliffe Efficiency
and Legates and McCabe Index. This was supported by a
high correlation of forecasted and observed TSP as well as
the lowest errors. Following our results, we state that the use
of a non-DL approach (e.g., RF, M5 Tree, or MLR) is likely
to result in inferior performance compared with a hybrid DL
model (e.g., CLSTM) especially for data such as TSP that
can be highly chaotic in their behaviours over short-term
(e.g., hourly) scale. Having said that, we note that the only
study site where the performance of the DL models was not
excellent; but still better than its counterpart models, was
Hopeland. On closer observation, we see that this site has a
high elevation (316m), as shown in Table 1, and while the
rest of the pollutants (PM2.5 and PM10) are not considered
in its model building, greenhouse gases and solar radiation
were considered apart from the other model input variables.
This is shown in Fig. 3 and Table 3, which might be a factor
affecting the performance of theDLmodel. Similarly, the site
where the performance of the DL model was best, compared
to all others, was Brisbane. On closer observation, we note
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FIGURE 8. Forecasted vs. observed TSP in the test phase. (a) Brisbane,
(b) Townsville, (c) Hopeland, (d) Miles Airport.

this site has the lowest elevation (9m; Table 1, Table 3) where
none of the gases and solar radiation were considered apart
from other selected model input variables. The difference
in the availability of model creation data might therefore
be a pertinent factor causing a range of differences in the
performance of these models.

In summary, the newly proposed deep learning hybrid (i.e.,
CLSTM) model provided a relatively precise performance i.e.
highest (r), highest (ENS ), including a large magnitude of
the most stringent model performance metric i.e. L, including
the lowest RMSE, MAPE, and MAE compared with the five
other benchmark models. Consequently, these results pro-
vided compelling evidence, establishing the deep learning
hybrid CLSTM model as a credible and relatively practical
framework for TSP predictions. The intelligent framework for
modelling air pollutants can also have a major application in

the academic and industrial settings, as this particulate matter
poses a major health issue. We thus conclude thatCLSTM can
be considered as a novel framework for pollutant modelling,
and therefore, can be used as a pragmatic tool in monitoring
the atmospheric environment.

V. CONCLUSION
Using deep learning approach, this study reports the poten-
tial utility of an air pollution forecasting system developed
and evaluated at hourly timesteps. The research work has
designed a hybrid predictive model (i.e., CLSTM) adopted
to forecast the total suspended particulate matter. The newly
proposed CLSTM model amalgamated convolutional neu-
ral network with long short-term memory network to attain
optimal performance. For enhanced performance utility, our
CLSTM firstly employed the CNN algorithm to automat-
ically detect and extract important features from predic-
tor variables while LSTM collated these features to gener-
ate a time series for the next modelling phase. Elucidated
by charts, plots, and statistical metrics of forecasted and
observed TSP, the findings reveal a superior performance of
CLSTM relative to an ensemble of five competing models.
Our findings, including the contributions of this study, are as
follows:

i) The paper has bridged significant gaps in modelling
hourly TSP for an APF system, especially for Aus-
tralia by presenting a constructive research methodol-
ogy to generate a computationally efficient architecture
denoted as a hybrid ‘CLSTM’ model.

ii) The ensemble of five other competing models: Ran-
dom Forest, Volterra,MLR, M5 model tree, and LSTM
appeared to lag in their capability to generate satis-
factory forecasts in comparison to the deep learning
CLSTM hybrid model. Mean absolute and root mean
square error for all competing models were signifi-
cantly higher than the deep learning hybrid model.
For argument sake, our simulations registered MAE
(µg/m3) = (3.54 against 4.69, 15.51, 7.91, 8.13,
11.66), and RMSE value (µg/m3) = (13.97 vs. 23.31,
40.74, 19.24, 20.27, 46.71) for CLSTM vs. LSTM,
RF, Volterra, MLR or M5 model tree algorithms,
respectively.

iii) A comprehensive evaluation with statistical metrics,
charts, and plots of tested data demonstrated that the
hybrid CLSTM model was able to yield relatively bet-
ter forecasts in comparison with the five comparative
benchmark models. The performance metrics illus-
trated theCLSTMmodel to attain efficient performance
for short-term TSP forecasts. For example, the most
rigorous statistical metrics, L, was superior for all four
stations with values of (0.80, 0.51, 0.35, 0.61) for
CLSTM vs. (0.73, 0.45, 0.35, 0.53) for LSTM, (0.64,
0.44,0.29, 0.46) for RF, (0.54, 0.42, 0.19, 0.44) for
Volterra, (0.53, 0.43, 0.27, 0.28) for MLR, and (0.33,
0.36, 0.20, 0.17) for M5 model tree. These metrics
are providing undisputed evidence that the CLSTM
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FIGURE 9. (a-d).Performance evaluation with epoch = 2000 at Townsville in the test phase (July-December 2018).

model was very successful in forecasting the hourly air
pollutant datasets for all sites.

iv) The percentage error for CLSTM also suggested that
the fusion of CNN and LSTM frameworks led to better
predictive outcomes, as verified byMAPE (8.43% w.r.t
CLSTM vs. 10.20% (LSTM), 22.01% (RF), 25.12%
(Volterra), 27.08% (MLR), and 36.07% (M5 model
tree). In both the training and the testing phase the pro-
posed CLSTM hybrid framework was in the ‘excellent
model category, see Ref [60], as exemplified by MAE
< 10% (at all study sites), with low RMSE < 10% for
Townsville or < 15% for Brisbane. This reveals that
CLSTM architecture was considerably robust in fore-
casting hourly data, and therefore indicated its possible
application in the air pollution model and future public
health and air quality studies.

VI. LIMITATIONS AND FUTURE RESEARCH
Despite the efficacy ofCLSTM, there remain some limitations
that can be used to recommend future research.
◦ Independent testing of theCLSTMmodel at different time
steps such as at short-term (e.g., 1–, 5– or 10–minute)
resolution may enhance its practical adoption from an
end-user perspective. The very short-term forecasting can
also lead to a more proactive application of CLSTM,
in terms of public advisory roles, and especially, the vul-
nerable populations e.g., children, people with medical
issues, senior citizens, and expectant women and plan-
ning accordingly.

◦ In future research, one can improve the CLSTM model
using ancillary tools such as bidirectional LSTM algo-
rithms to generate better outcomes. Also, considering the
chaotic nature of air pollutants, the use of an improved
complete ensemble empirical mode decomposition with
an adaptive noise algorithm to extract temporal informa-
tion of air pollutant movements could further add value
to the proposed APF system.
◦ It is also recommended that future research could incor-

porate the Internet of Things (IoT) to convert the hybrid
CLSTM model into an application (app) for the Inter-
net and mobile phone users. This could be similar to a
recently proposed system for forecasting solar ultravi-
olet (UV) radiation tailored to generate very short-term
reactive UV forecasts for public health risk mitiga-
tion [62]. Similarly, an IoT system for air quality fore-
casting can increase the practicality of CLSTM, particu-
larly, ensuring greater public use of the newly proposed
AQ system.

In closing, the study avers that the deep learning hybrid
model: CLSTM model carries significant merits, especially
in atmospheric modelling effort, assisting in the evaluation
of the impact of pollutants on health and environment and
contributing to research on air quality and general risk assess-
ments. Consequently, this research work is a paramount
step regarding the construction of an effective air pollutant
forecasting technology making a vital impact on the environ-
ment and health risk alleviation.
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CHAPTER 5 NOVEL HYBRID DEEP LEARNING 

MODEL FOR SATELLITE-BASED PM10 

FORECASTING IN MOST POLLUTED AUSTRALIAN 

HOTSPOTS 

5.1 Foreword 

This chapter presents an exact copy of the published article in Atmospheric 

Environment, (Vol: 279 (2022):  Page(s): 119111-119124). 

       This chapter has built upon earlier chapters 3 and 4 by studying the association of 

meteorological parameters in forecasting hourly air quality for the most polluted 

Australian hotspots through hybrid deep learning methods. The early warning tool 

built for coarse particulates has been done after assessing the impact of the 30 satellite-

derived and ground-based environmental pollutants on hourly data from January 2018-

December 2020. A one-dimensional convolutional neural network (CNN) was 

integrated with a one-directional fully gated recurrent unit (GRU) to forecast the 

consecutive hour’s air quality. The CNN model acted as a spatial feature extractor, 

whereas the new generation GRU made it computationally efficient. The hybrid ‘CNN-

GRU’ was comprehensively benchmarked outperforming an ensemble of six deep 

learning models. The efficacy of the proposed model was demonstrated in the testing 

phase at the four most air polluted Australian postcodes. A detailed error analysis with 

visual and statistical metrics for air quality forecasting ascertains the proposed model’s 

countermeasures to reduce harm and loss. The practical tool can be widely deployed 

in regions where air pollution poses a significant hazard to public health. 

5.2 Research Highlights 

• A hybrid CGRU model was generated by integrating with CNN and GRU for 

air quality forecasting. 

• CNN-GRU was evaluated against an ensemble of six other competing models.  

• A detailed error analysis with visual and statistical metrics for air quality 

forecasting ascertained the proposed model’s countermeasures to reduce harm 

and loss.  
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5.3 Graphical Abstract 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.4 Published Article III  



This article cannot be displayed due to copyright restrictions. See the article link in the Related 
Outputs field on the item record for possible access. 
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CHAPTER 6 CONCLUSIONS AND FUTURE SCOPE 

 

6.1 Synthesis 

The findings of this doctoral thesis have advanced new knowledge in artificial 

intelligence and its applications to the field of atmospheric sciences and acknowledge 

the vital problem of accurately modeling and forecasting air quality to assist decision-

makers. An important contribution to the novel research with new generation early 

warning artificial intelligence models has been accomplished in the work done. Careful 

attention has been paid to the choice of models and state-of-the-art procedures for 

designing final algorithms in all the objectives considered in the study. This makes the 

resultant hybrids smart, robust, and computationally efficient. The modelling strategy 

has used advanced machine learning and particularly deep learning approaches for 

forecasting particulate matter, meteorological parameters, and atmospheric visibility 

for four important states and regions of Australia.  

       Utilising the advanced techniques with comprehensive benchmarking, the 

pollutants were forecasted at an hourly temporal horizon. Given the complexity and 3-

dimensional nature of air particles, a diverse range of data intelligence algorithms was 

utilized to construct a set of hybrid models. Early warning hybrid and novel algorithms 

developed in this study for Australian air quality are listed as follows- 

• ICEEMDAN-OS-ELM (Improved complete ensemble empirical mode 

decomposition (ICEEMDAN) was integrated with the online sequential-extreme 

learning machine (OS-ELM) algorithm; wherein ICEEMDAN acted as an 

excellent de-noising algorithm on the chosen noise amplitude, and OS-ELM 

worked as a fast-paced adaptive algorithm that robustly extracted predictive 

patterns to fine-tune the model generalization to a near-optimal global solution; 

objective 1, 

• CLSTM (Convolutional neural network (CNN) amalgamed with long short-term 

memory (LSTM). Here one of the most popular and effective deep learning 

algorithms, CNN was used to entail a data processer including feature extractors 

that drew upon statistically significant antecedent lagged predictor variables, 
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whereas the LSTM, another superior algorithm encapsulated a new feature 

mapping scheme for prediction; objective 2,  

• CNN-GRU (convolutional neural network (CNN) was integrated with a one-

directional fully gated recurrent unit (GRU). Here CNN acted as a spatial feature 

extractor for classification whereas the new generation GRU made it 

computationally efficient; objective 3. 

The machine learning algorithms and the hybrids that were developed and used as a 

comparative benchmark in this study are as follows. The main advantage and the 

reason for using each of them are also stated along with: 

• Online sequential-extreme learning machine (OSELM) – OSELM is one of the 

popular learning algorithms and has several advantages such as fast learning 

speed, strong generalization ability, and simple implementation, which make it 

very suitable for machine learning applications.  

• Extreme learning machine (ELM) – This machine-learning algorithm is famous 

for its usage, quicker speed of learning, greater generalisation performance, and 

appropriateness for several nonlinear kernel functions.  

• Random forest (RF) – This model can perform both regression and classification 

tasks. A random forest produces good predictions that can be understood easily. 

It can handle large datasets efficiently. Moreover, this algorithm provides a higher 

level of accuracy in predicting outcomes over certain other algorithms such as 

decision trees. 

• M5 model tree - M5 model tree can simulate the phenomena with very high 

dimensionality and even up to hundreds of attributes. This ability sets M5 apart 

from regression tree learners at the time (like Multivariate Adaptive Regression 

Splines (MARS)), whose computational cost grows very quickly when the number 

of features increases. 

• Multiple linear regression (MLR) - MLR algorithm allows the program to account 

for all the potentially important factors in one model. The advantages of this 

approach are that this may lead to a more accurate and precise understanding of 

the association of each factor with the outcome. 
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• Volterra (VOL) - Its main advantage lies in its generality. This means it can 

represent a wide range of systems. Thus, it is sometimes considered a non-

parametric algorithm.  

• ICEEMDAN-MLR – The hybrid model captures IMFs with less noise and more 

meaning through ICEEMDAN and leads to a more precise understanding via the 

MLR model.  

• ICEEMDAN-M5 model tree- This hybrid captures high dimensionality through the 

M5 model tree and extracts several IMFs from a single channel through the 

ICEEMDAN algorithm. 

The deep learning algorithms and the hybrids (apart from optimal ones) that were 

developed and used as a comparative benchmark in the study are: 

• Long-Short Term Memory (LSTM) – One of the most popular deep learning 

algorithms, LSTM is well-suited for classification, processing, and predicting 

time series given time lags of unknown duration. Relative insensitivity to gap 

length provides them with a major advantage over other algorithms. 

• Convolutional Neural Networks (CNN) - The main advantage of CNN compared 

to its predecessors is that it automatically detects the important features without 

any human supervision. 

• Gated Recurrent Unit (GRU) – A type of Recurrent Neural Network (RNN) who 

have advantages over LSTMs in certain cases as they use less memory and are 

very faster than LSTMs. However, LSTM is preferred when datasets with longer 

sequences exist, and more accuracy is needed. 

• Bidirectional LSTM (BiLSTM) – An RNN variant, that acts as a discriminative 

classifier that models the decision boundary between different classes. Therefore, 

they learn weights associated with data points and perform better in certain cases. 

       The efficacy of these proposed models was demonstrated in the testing phase at 

the carefully chosen postcodes of Australia. A detailed error analysis with visual and 

statistical metrics for air quality forecasting ascertained the objectives’ 

countermeasures to reduce harm and loss. The practical tools designed in the thesis 

can be widely deployed in regions where air pollution poses a significant hazard to 

public health. Subsection 6.2 provides challenges in the route of air quality and issues 
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associated with machine learning and deep learning. The important results with novel 

contributions of this study are summarised in subsection 6.3. Finally, potentially 

interesting paths for future research are suggested at the end of this chapter.       

6.2 Challenges faced in air quality forecasting  

Air quality forecasting is a recent development, with most programs initiated only in 

the last 25 years (Ryan 2016).  However, our published literature does contain a 

discussion section where the difficulties and limitations experienced during the 

research implementations are discussed in more detail. This section summarises issues 

encountered while completing the objectives and challenges in both developments and 

applications of air forecasting models particularly deep learning technology, that could 

potentially form interesting subjects for further investigation to address these 

limitations in the future-  

• Complexity: Some air quality models use complex mathematical techniques to 

simulate the physical and chemical processes that affect air pollutants as they 

disperse and react in the atmosphere.  

Recommendation: Artificial intelligence models assist in easier and faster 

modelling algorithms both through machine learning and deep learning models. 

• Real-time satellite data availability: There is a need for real-time and preciseness 

in forecasting air quality models. This warrants robust methodologies for 

predicting air quality, largely over short-term and real-time scales so the 

forecasts can be employed effectively by the public for health risk advisory and 

air pollution prevention.  

Recommendation:  Satellite data can be of immense help here, warranting more 

effective forecasts.  

• The cost involved in downloading data: The cost involved in subscribing to the 

available satellite data even with a student subscription is a discouraging factor 

in the present times. This might be due to the dearth of real-time data availability 

for satellite extracted air quality variables. 

Recommendation: A nominal or waved-off cost can make future research much 

more precise and reliable.  
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• Underlying uncertainties: As air quality forecasts must diagnose and predict 

several pollutants and their precursors in addition to standard meteorological 

variables, they are, compared with weather forecasts, a higher uncertainty 

forecast.  These uncertainties, or assumptions in the model when estimating the 

parameters could influence the result. They also include the potential sources of 

error that are derived from data management, estimating methods, and model 

structures generated by a purely statistical approach (i.e., goodness-of-fit tests). 

In addition, choosing the best parameter combination may lead to an 

underestimation of the uncertainties of the entire model.  

Recommendation: Based on the research findings, practices to facilitate the 

incorporation of uncertain information should be suggested.  

• Limited length of the data: Deep learning currently lacks a mechanism for 

learning abstractions through explicit definitions and works best when we have 

enough quality training data (Marcus 2018). This factor can plausibly affect the 

accuracy of the model design by increasing the uncertainties.  

Recommendation: The techniques of data augmentation and synthetic data can 

come to the rescue here and they do not have the problem of a copyright too.  

• Minimal implementation of data: Traditionally, the concentrations of air 

pollutants are measured using air quality monitoring (AQM) stations that are 

highly reliable, and precise, and can measure a wide spectrum of pollutants using 

standardized analysers. However, these stations have three main drawbacks the 

significant infrastructure needed for installation due to their bulky size, the 

complicated operational requirements, e.g., access to grid power, 

heating/cooling, and secure shelters, and the prohibitive costs of acquiring, 

setting up, and performing regular maintenance and calibration. These 

drawbacks reduce the number of installations and result in sparsely distributed 

AQM networks with limited spatial resolution air pollution data. 

Recommendation: An integrated air quality monitoring network may be 

established that can provide air quality data for various purposes, e.g., to monitor 

regulatory compliance and to assess the effectiveness of control strategies. This 

may assist in removing the limitation of sparse AQM networks. 
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Overcoming such challenges and advancing in the construction of intelligent 

algorithms will be a promising direction for future research.  

6.3 Summary of important findings and novelty of the study 

This study focuses majorly on the application of deep learning technologies in 

forecasting air quality. Currently, deep learning is the spearhead of artificial 

intelligence and perhaps one of the most exciting technologies of the decade. Putting 

aside future scopes of research, the deep learning research carried out in all the articles 

has significant merits in ongoing air quality research and health risk mitigation. This 

is a key step toward ensuring progress and well-being in any nation’s meteorology. To 

summarise, the following are the value propositions of the study- 

• This research initially proposed a novel early warning (hourly-step) AI model 

(denoted as the ICEEMDAN-OS-ELM) hybrid system for air quality prediction in 

several cities and regional locations in Australia.  

• There was a comprehensive consideration of the importance and synergistic 

effects of atmospheric variables to establish a hybrid model for hourly forecasting, 

to emulate time-series of data on particulate matter 2.5, 10 and atmospheric 

visibility reducing particles.  

• Considering the high predictive utility with an enhanced model testing accuracy 

of the proposed models, the machine learning models robustly extracted predictive 

variables necessary to model the air quality target variables. The findings, 

elucidated by performance metrics and visual analysis of forecasted and observed 

air quality, clearly captured the improved performance of the early warning AI 

model developed as compared to the other AI models.  

• In further articles, the research involved an ensemble of the latest neural network 

techniques such as the deep learning (DL) framework which are known to generate 

a superior accuracy. These models use multiple feature extraction layers and learn 

the complex relationships within the data more efficiently.  

• To increase testing performance and accuracy, in the second article, a hybrid DL 

predictive algorithm CLSTM was developed. The hybrid was produced by 

integrating the Convolutional Neural Networks (CNN) algorithm with Long 

Short-Term Memory Networks (LSTM). The former automatically detect and 
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extracted important features from predictor variables while the latter collated these 

features to generate a time series for the next modelling phase. The paper bridged 

the gap in modelling hourly total suspended particles for an air pollution 

forecasting system, especially for Australia, presenting constructive research. 

• In the third article, the paper reported on research to model an early warning tool 

for coarse particulates when assessing the impact of the 30 satellite-derived and 

ground-based meteorological pollutants using hourly Australian data. 

• A one-dimensional convolutional neural network (CNN) was integrated with a 

one-directional fully gated recurrent unit (GRU) to forecast consecutive hours’ air 

quality. The CNN model acts as a spatial feature extractor, whereas the new 

generation GRU makes it computationally efficient. The resultant hybrid ‘CNN-

GRU’ is then comprehensively benchmarked outperforming an ensemble of six 

other deep learning models. 

• The research has also attempted to bridge the gap in modeling hourly coarse 

particulate matter with a diameter between 2.5 and 10 μm and evaluated the 

potential impact of ground and important satellite-derived predictors, where 

PM10 levels are high in Australia. 

• Appendix Article A paper reported on the research that does a systematic review 

of the ongoing COVID-19 pandemic with deep learning and machine learning 

algorithms, with particular emphasis on air quality in continents of Asia and 

Oceania. The inter-continent in-depth research based on selective demography 

carries importance to determine whether the spread of the virus is correlated to 

atmospheric and meteorological factors. 

• Appendix Article B paper harnessed the robustness and adaptivity of deep 

learning (DL) long short-term memory (LSTM) architecture to design error-

correction decoding algorithms that scale with high-dimensional codes. The 

paper proposed computationally efficient, binary classification-based, linear 

architecture ‘LSTM’ to assist in solving dimensionality issues. LSTM 

encapsulated a feature mapping scheme to reduce the complexity, number of 

errors, and computational time. 
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• The Deep Learning (DL) and machine learning (ML) methods are proving to be 

powerful and hence an increasingly popular choice in forecasting air quality, 

Overall, deep learning technology in the research conducted has proven to be a 

potential tool to be tested for air quality predictions given the complexity of air 

quality variables.   

• A detailed error analysis in all the studies conducted with visual and statistical 

metrics for air quality forecasting ascertains the proposed model’s countermeasure 

to reduce harm and loss. 

• The comprehensive analysis of systemic weather risk and potential adaptation 

strategies are expected to support the development of atmospheric models. 

Therefore, the knowledge achieved from this study will be important for better 

understanding the influences of the weather on air pollutants, particularly in 

Australia.  

• The novel methods and the practical tools evolved from this study are immensely 

beneficial and can be widely deployed to the regions of public health concern 

where air pollution is a significant hazard. 

• The tools can also find an important place in health policy or Government policy 

designing and may be extended to other regions.   

Summarising the above points, the novelty of this research is to propose an innovative, 

robust, self-adaptive, and computationally efficient artificial intelligence-based 

modelling framework that can be helpful in air quality regulatory planning, especially 

at an hourly horizon. This research employs intelligent, versatile, and powerful tools, 

adopted to decompose original air quality data in high and low-frequency patterns. The 

use of data sub-series, which reveal better clarity of the patterns embedded in air 

quality predictor variables increases the computational efficacy, as such methods can 

address issues of non-stationary, repeats, periodic behaviours, and jump type 

perturbations before such data are utilised. Therefore, the air regulatory plans 

established through an hourly-based forecast model have potential benefits for human 

health, especially for the vulnerable factions of the society such as the elderly, children, 

pregnant women, and people with health problems.    
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6.4 Recommendations for the future works 

The air quality framework based on machine learning and deep learning has been 

successfully developed in this study for investigating the influence of atmospheric 

conditions on air quality with special reference to case studies in Australia. However, 

careful attention needs to be provided to address the limitations, despite the success of 

the hybrid models developed in this study. Therefore, the following pointers can be a 

promising step for future research to enhance the understanding of atmospheric and 

meteorological impact as well as the extent of the impact of the deep learning and 

feature extraction methods.  

• Testing at several timescales- The models have been tested at hourly temporal 

domains. Additionally, the proposed model can be tested at various other 

temporal horizons such as a real-time (minute), 5-minute, or 10-minute scale. 

This will be beneficial for the provision of proactive advice at various 

forecasting horizons however the provision of high-resolution data will affect 

the success of a real-time system.  

• Better spatially resolved data sets- A range of long-term and short-term 

challenges to atmospheric composition such as Volcanic ash, desert dust, natural 

and anthropogenic gas emissions on aviation and human health with changing 

atmospheric composition requires considerable additional demands of data 

timeliness and temporal and spatial resolutions. This near-real-time need for 

resolutions and observations is indeed a common and an important requirement 

across a range of impacts, but one that is not always conducive to the significant 

processing involved in producing fully assured atmospheric composition data.  

• Development of Hybrid model with Bayesian approach- Construction of an air 

quality forecast hybrid model with Bayesian Model average (BMA) can assist in 

developing more reliable, and robust (probabilistic) predictions. This can be 

possible from uncertainty evaluations, ranked models, and multiple competing 

predictions to further improve the credibility of the hybrid model.  

• Involving Explainable AI (XAI)- Rapidly evolving state-of-the-art technology 

of XAI produces more explainable models while maintaining a high level of 

learning performance/prediction accuracy. The resultant framework and tools 
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may further assist in understanding and interpreting predictions made by the 

deep learning models developed. Such an empirical study and benchmark 

framework will also help humans understand, trust, and effectively manage the 

results of artificial intelligence technology.  
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ADDITIONAL ARTICLE I (APPENDIX A) ASSOCIATION 

OF AIR POLLUTANTS AND NOVEL CORONAVIRUS 

WITH DEEP LEARNING: A SYSTEMATIC LITERATURE 

REVIEW OF THE CASE STUDIES IN ASIA AND 

OCEANIA 

Sharma, E, Deo, RC, Soar J, & Yaseen, ZM 2022, ‘Association of Air Pollutants and Novel 

Coronavirus with Deep Learning: A systematic literature review of the case studies in Asia and 

Oceania’, Sustainable Cities and Society, Under-review. (Q1, Impact Factor: 7.59, H Index: 

61, SNIP: 2.35, and 97th percentile in Civil and Structural Engineering). 

  

A.1 Foreword 

Appendix A presents an exact copy of the article Under-review in Sustainable Cities and 

Society. 

In this work, the candidate has focussed on the severe acute respiratory syndrome 

coronavirus-2 (SARS-CoV-2) that has caused approximately 2 billion confirmed coronavirus 

disease (COVID 19) cases and 4.25 million deaths globally, putting worldwide healthcare 

systems into crisis. The Deep Learning (DL) and machine learning (ML) methods are powerful 

and hence an increasingly popular choice in the challenge to overcome the COVID-19 

pandemic. A novel and an extensive literature review about Asia and Oceania have been 

conducted to integrate the knowledge and correlation between COVID-19 and air pollutants. 

The inter-continent, in-depth research based on selective demography carries importance to 

determine whether the virus spread is correlated to atmospheric and meteorological factors. 

From an initial set of 545 articles, a total of 33 articles were finally selected through rigorous 

rounds.  

The study shortlisted the countries in Asia (China, India, Bangladesh, Jordan, Jakarta, 

Korea) and Oceania (Australia and New Zealand) that published the literature relevant to the 

criteria considered. It was observed that most of the research belonged to China, the epicenter 

of the COVID-19 and most researchers in Asia and Oceania focused on particulate matter PM 

2.5, followed by meteorology and PM10. Random Factor seems to be the most preferred choice 

in ML for modeling and long short-term memory is the most preferred DL choice. The study in 

the end has summed up four future research opportunities in this review.  
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A.2 Research Highlights 

• This systematic review shows that most research papers focused on forecasting or 

predicting the number of air pollutants.  

• All these articles focused on forecasting through ML and DL techniques and prioritized 

accuracy over interpretability.  

• The analysis reveals that the extent of the forecasting accuracy is lesser as compared to 

that of the models that used estimation.  

• The 3-d chaotic nature of air pollutants may demand the application and better suited 

computationally efficient algorithms such as machine learning or deep learning.  

• The preciseness of ML for particulate matter prediction as well as forecasting got to 

maximum numbers in comparison with the other pollutants. In general, it was observed 

that the preciseness of peaks with a higher rate of pollution was lesser as compared to 

the low or medium pollution peaks.  

• In the end, from the analysis of the selection, it was noteworthy that harmful and 

increased contamination concentration of particulate in the southern hemisphere and 

the Asia pacific is understudied when combined with deep learning or machine 

learning.  

 

A.3 Under Review Appendix Article I 



Association of Air Pollutants and Novel Coronavirus with Deep 

Learning: A systematic literature review of the case studies in 

Asia and Oceania 

Ekta Sharma a, *, Ravinesh C. Deo a, Jeffrey Soar b, Zaher Mundheer Yaseen c, * 

a Advanced Data Analytics: Environmental Modelling and Simulation Group, School of 

Sciences, University of Southern Queensland, Springfield QLD 4300, AUSTRALIA 
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AUSTRALIA 

c New Era and Development in Civil Engineering Research Group, Scientific Research 

Center, Al-Ayen University, Thi-Qar 64001, Iraq 

E-mail addresses: ekta.sharma@usq.edu.au (E. Sharma), ravinesh.deo@usq.edu.au (R.C. 

Deo), soar@usq.edu.au (J. Soar), zaheryaseen88@gmail.com (Z M Yaseen)  

⁎  Corresponding author: E-mail address: ekta.sharma@usq.edu.au & 
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Abstract 

The Severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) has caused 

approximately 2.4 billion confirmed coronavirus disease (COVID-19) cases and 4.92 million 

deaths globally. Ongoing COVID-19 pandemic’s novel and an extensive literature review along 

with Deep Learning (DL) and machine learning (ML) algorithms have been studied, with a 

particular emphasis on air quality in continents of Asia and Oceania. Article aims to integrate 

the knowledge and correlation on air pollutants and COVID-19 and thereby identifying possible 

future research. From an initial set of 545 articles, total of 33 articles were selected from the 

selected region of study through two rigorous rounds of inclusion-exclusion. The authors 

shortlisted 6 countries in Asia (China, India, Bangladesh, Jordan, Jakarta, Korea) and 2 in 

Oceania (Australia and New Zealand) that were the only countries to publish the literature 

relevant to our criteria, and investigated the literature, primarily on the context with keywords, 

the methodology, algorithms adopted, and importantly, on the air pollutant(s) namely 

particulate matter (PM) such as 2.5, 10, and the meteorological parameters. From our analysis, 

we observed that most of the research belonged to China, the epicenter of the COVID-19 and 

most researchers in Asia and Oceania focused on PM2.5, followed by meteorology and PM10. 

KEYWORDS: Systematic review; COVID-19; Artificial intelligence; Air quality; coronavirus; 

deep learning. 
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List of abbreviations  

SARS-CoV-2 Severe Acute Respiratory Syndrome Coronavirus-2 COVID-19 Coronavirus disease 

PM10 Coarse particles with a diameter 2.5 - 10 Μm WHO World Health 

Organization 

PM2.5 Fine particles with a diameter of 2.5 Μm or less 2019‐
nCoV  

2019 novel coronavirus 

SVR  Support Vector Regression NOx Nitrogen Oxides  

DL Deep Learning SO2 Sulfur Dioxide 

LSTMB LSTM with Memory Between Batches NO2 Nitrogen Dioxide 

LSTM Long Short-Term Memory O3 Ozone 

BiLSTM Bidirectional LSTM CO Carbon Monoxide 

CNN Convolutional Neural Networks DR Demand Reference 

EDLSTM  Encoder-Decoder LSTMs DT Decision Trees 

LSTMReg  LSTM Network For Regression SLSTM Stacked LSTMs 

NLP Natural Language Processing RF Random Factor 

GCN  Graph Convolutional Network GRU Gated Recurrent Unit 

CVAE  Conditional Variational Autoencoder ML Machine Learning 
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1. Introduction 

Coronavirus disease 2019 (COVID-19) has accelerated the global concern for protecting and 

improving the health of the public (Fauci, Lane, & Redfield, 2020). The virus that causes 

COVID-19 is Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2; previously 

known as ‘2019 novel coronavirus’ (2019‐ nCoV) (World Health Organization (WHO)). The 

first outbreak was identified in December 2019 in the People’s Republic of China (Hubei 

Province) (PEREZ, 2020). In March 2020, the outbreak of COVID-19 was declared a 

pandemic by the World Health Organization (WHO) based on globally growing case 

notification rates. Unfortunately, there are currently approximately 2.4 billion confirmed 

COVID-19 cases and 4.92 million deaths globally (World Health Organization (WHO)). The 

COVID-19 mortality rate is dependent on comorbidities, with severe cardiovascular 

complications and respiratory failure (Samidurai & Das, 2020). These are similar to those that 

are influenced by air pollution giving us compelling reasons to be interested in a potential 

correlation between the two and the consequences for the viral infection (Lelieveld et al., 2020; 

Xin, Shao, Wang, Xu, & Li, 2021). 

It is critical to establish the purpose and the extent to which, particulates such as PM2.5 

(< 2.5 micrometers (µm)), PM10 (diameter 2.5-10 µm) play in the increase, and fatality, of the 

virus. As particulates have a considerable emissions footprint, (Comunian, Dongo, Milani, & 

Palestini, 2020; Hashim et al., 2021). The potential role of PM in the spreading of COVID-19 

was researched in the first evidence-based research hypothesis by (Setti et al., 2020). 

Afterward, authors researched the significant correlation between mortality of COVID-19 and 

air pollution (Pozzer et al., 2020). Their results showed that PM pollutants were the reason for 

17% mortality (North America), 27% (East Asia), 19% (Europe), and overall, 15% 

(worldwide). Since then, several studies have discussed the potential link between PM and 

COVID-19 and showcased their correlation (Boroujeni, Saberian, & Li, 2021; Chauhan & 
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Singh, 2020; Comunian et al., 2020; Copat et al., 2020; Frontera, Cianfanelli, Vlachos, 

Landoni, & Cremona, 2020). 

The burning of fuel is directly associated with Greenhouse Gas (GHG) emissions into 

the environment; hence, all economic activities that require fuel combustion could be 

considered significant contributors to global pollution (Joung, Kang, Lee, & Ahn, 2020; Mor et 

al., 2021). Air pollution levels in the world's most densely populated cities have reached 

dangerously high levels, putting the population's physical health at risk (Anjum, 2020; Bhatti 

et al., 2021). In today's metropolitan regions, principal pollutants, such as methane 

(CH4), nitrogen dioxide, (NO2) carbon monoxide (CO), sulfur oxides (SOx), as well 

as secondary air pollutants like ozone (O3), nitrogen dioxide, (NO2), and sulfur trioxide (SO3) 

have all increased consistently (Magazzino, Mele, & Schneider, 2020). However, experts have 

recently focused on another critical environmental issue which is the increasing level of small-

sized particles (PM10 and PM2.5) in the big cities (Páez-Osuna, Valencia-Castañeda, & 

Rebolledo, 2022). These particles are mostly sourced from factories and home heating. In large 

Asian and Oceanian cities, the principal source of pollution causes specific health problems to 

the city dwellers (Chung, Zhang, & Zhong, 2011). 

Road traffic is the major source of PMs since it runs nearly entirely on petroleum fuels 

(gasoline & diesel) (Lozhkina, Lozhkin, Nevmerzhitsky, Tarkhov, & Vasilyev, 2016). These 

particles have been steadily increasing in urbanized regions over the last few decades, posing 

a threat to human health (Proost & Van Dender, 2012). It is a major cause of traffic congestion, 

prolonged travel time, and excessive fuel consumption and carbon emissions while preventing 

efficient travel (Barth & Boriboonsomsin, 2008). As a result, scholars have focused on the 

planning of urban areas with fewer traffic congestion using specific measures such as public 

transportation, bicycle incentives, and restriction of private vehicles; low-carbon energy 

sources are also introduced as energy sources (Liaquat, Kalam, Masjuki, & Jayed, 2010). 
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Cleaner alternative fuels, on the other hand, contribute less significantly to the energy 

chain and seem to be unavailable in most urban locations. As a result, the demand for fossil 

fuel-based transportation has continued to surge over time. This reliance on fossil fuel energy 

for economic activities remains the major contributor to climate change (Lei, Feng, & 

Lauvaux, 2020). These concerns have driven the search for cleaner sources of energy for road 

transportation as such energy sources are believed to be capable of reducing the health impacts 

associated with the waste gas from transportation systems that rely on fossil fuel. 

Regarding PMs, one major issue about them is that they cause serious health problems 

in the community, problems such as respiratory infections, lung cancer, asthma, chronic 

obstructive pulmonary disease, etc. (Kim, Chen, Zhou, & Huang, 2018; Zhu et al., 2022). These 

particulates last longer in the air than the bigger particles due to their small weight and size; 

they can also easily infiltrate the human lungs and circulatory system (Qiang Wang et al., 2019). 

As a result, Mayors of most large cities have made improving air quality a top priority. This 

problem has recently become more prevalent in several places throughout the world. In fact, no 

other measure comes close to the COVID-19-related lockout. Surprisingly, one unintended 

consequence of the COVID-19 lockout is a large reduction in both primary and secondary 

pollution emissions, casting doubt on the long-established link between human activity and air 

quality. 

It is essential to have look at the reported literature on the relationship between 

COVID-19 lockdown and the air pollution. Based on the survey conducted on Scopus 

database, 70 research articles were published in this research domain. Using the VOSviewer 

algorithm, graphical map for the major keywords of those research were presented in Figure 

1a and b, 914 and 227 keywords occurrence, respectively. Figure 1a exhibited 12 research 

clusters and majorly focusing on COVID-19 loackdown, air pollution, forecasting/predictive 
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models, environmental monitoring. Whereas, Figure 1b more relatively focused on two 

occurrence keywords with total number of keywords 227. Where seven clusters “research 

domians” were observed maily COVID-19 loackdown, human health, air quality/air pollution. 

Figure 1c presented the major countries adopted this type of research with total number of 41 

countries. In general, Figure 1 revealed the significant of this research topic although all those 

research established with very short period 2020-2021. 

< FIGURE 1 > 

Given the significant differences in the extent of COVID-19 transmission globally, it 

would be worthwhile to evaluate the potential role of air pollution as a contributor to COVID-

19 mortality (Contini & Costabile, 2020). As such, several outstanding studies have been 

published recently on a variety of cases involving several kinds of pollution, including England 

(Travaglio et al., 2021), USA (Wu, Nethery, Sabath, Braun, & Dominici, 2020), Spain (Briz-

Redón, Belenguer-Sapiña, & Serrano-Aroca, 2021), China (K. Chen, Wang, Huang, Kinney, & 

Anastas, 2020), Vietnam (Ngo et al., 2021), India (Vadrevu et al., 2020), South Africa (Mbandi, 

2020), and several other countries (Barbieri et al., 2020). These empirical studies found a 

substantial link between air pollution and COVID-19 cases or fatality, indicating that poor air 

quality is a contributing factor in COVID-19 death. This conclusion is consistent with the 

scientific literature that suggests that air pollution has an impact on the spread of several viral 

diseases (P. S. Chen et al., 2010; Peng et al., 2020). The basic idea is that a specific particle 

concentration can promote COVID-19 and make the respiratory system more vulnerable to 

infection. In reality, infections could be carried by airborne particles, making viral infections 

even more dangerous. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

113



8 
 

The literature search did not find papers reporting on comprehensive reviews of Asian 

and Oceania countries, the gap that the present authors are trying to fill with deep learning 

(DL). To address the literature gaps, the research novelty is as follows:  

 This study reports on research that explores the robustness and potential of deep 

learning and machine learning for the objectives considered in the study. 

 The research investigates the published literature comprehensively with all-inclusive 

applications of ML and DL in detecting the correlation between COVID-19 and 

forecasting air quality potentially for Asian and Oceania countries (as shown in Fig. 

1). 

 The authors suggest recommendations for further studies after reporting on the review 

in the context of the usage of algorithms in fighting the COVID-19 pandemic.  

 Finally, the future research opportunities are summarized at the end of this paper. 

The remaining systematic review has been organised as below. Section II explains the 

strategy with which this review has been conducted. Section III discussed the findings and 

data analysis. Possible opportunities for further research to fight COVID-19 by targeting air 

pollution with deep learning and artificial intelligence have been presented in Section IV, with 

Section V discussing final remarks, shortcomings, and possible suggestions for future 

research.  

< FIGURE 2 > 

2. Review Methods 

For this study, the authors have adopted a methodology strategy as discussed in (Shi et al., 

2021). 
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2.1 Identification stage – Search approach 

Potential databases such as IEEE Xplore, PubMed, Google Scholar, and Springer Link were 

searched for related articles. Important keywords like ‘COVID-19’, ‘pandemic’ ‘CoV2’ or 

‘Coronavirus’ along with ‘air quality, ‘air pollutants’, ‘particulate matter’ and key phrases: 

‘machine learning, ‘deep learning, and ‘artificial intelligence’ were searched. Then the 

combination was searched with the name of continents ‘Asia’ and ‘Oceania’. e.g. (‘pandemic 

AND Deep learning OR machine learning’ AND ‘COVID-19 OR CoV2 OR coronaviruses 

AND Asia OR Oceania’). 

2.2 Screening round 1 and 2- Criteria for inclusion or exclusion  

Primarily the articles were screened (a) based on study region i.e., Asia and Oceania. (b) 

Duplicate content articles were screened. That means articles that study similar purposes and 

consider a similar set of data. Then in the second round (c), articles were excluded based on the 

title or abstract or non-English content. Special care was taken to select only those articles that 

used machine learning or deep learning techniques and develop algorithms to forecast air 

pollutants in the ongoing pandemic.  

2.3 Eligibility  

Around 545 articles were selected from the targeted databases. Fig. 2 illustrates the procedure 

undertaken with different stages. After the completion of the identification round, 185 articles 

were selected for the Asian continent and 14 for Oceania. 93 articles were excluded with 

duplicate content as mentioned in the above Stage. Five articles were excluded with duplicate 

content for Oceania. From 185 articles we were left with 92 articles after the first round for Asia, 

and 9 articles for Oceania. Screening round 2 helped in further filtering as 63 articles were 

removed based on title or irrelevant abstract or if they are not written in the English language. 
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Similarly, from 9 articles for Oceania, 5 were removed for similar reasons. In the end, 29 full-

text articles were assessed for eligibility for Asia and 4 for Oceania. 

< FIGURE 3 > 

2.4 Extraction of data 

After meticulously assessing the eligible articles, the next stage was to extract relevant data 

involving various DL and ML for our objective of forecasting air pollutants. This was essential 

to check what relevant algorithms and techniques were used by the researchers in Asia and 

Oceania. This also helped us to understand the implications due to the pandemic of COVID-19 

and forecasting air pollutants.  

From the selected articles, the research data was extracted primarily related to the name of the 

continent/country where the study was conducted, the title of the research, duration of the study, 

name of ML or DL technique used, and keywords. In the end, the data collected helped in 

condensing the published literature and in recognizing the future scope. Table I showed the 

result in the form of a key description of the selected reviewed studies based on Geography. 

< TABLE 1 > 

3. Analysis of Data and Findings 

3.1 Literature considered for Asia and Oceania 

Out of 29 full-text eligible articles for Asia, 2 were from Korea (~ 7%), 8 from India (~ 27%), 

2 from Bangladesh (~ 7%), 1 from Jakarta (~ 3%), 1 from Jordan (~ 3%), and 15 from China 

(~ 53%). From Oceania, we had 4 articles, of which 3 were from Australia (75%) and 1 from 

New Zealand (25%). All these articles were published as original research. The time frame of 

all research conducted was after Jan 2020. Out of 33 articles combined in the study, 32 (~ 
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97%) articles were published in academic journals, while one (i.e., 3%) article was archived 

as a pre-print. All the articles (100%) were original research. 

3.2 Research Objectives and Context of the study 

This article reported on the published literature and discussed the role of air pollutants on the 

pandemic in 8 countries of Asia and Oceania. Of all the articles from Table I, it was observed 

that most research was conducted with at least 6 months of data for research, however, some 

studies such as (Iyer & Dharshini, 2020) from India used 6 years of data from Jan 2015- Dec 

2020. The research was on before and after pandemic’s effect on AQ in India using machine 

learning. Research in Korea (Choi & Kim, 2021) used 5 years of data from Jan 2015-Dec 2019 

and proposed PCA to DL forecasting models for predicting PM2.5.  

Seven years is the maximum duration of data from a study in Bangladesh (Shahriar et 

al., 2021) from Jan 2013-May 2019. The study uses several models such as CatBoost, decision 

tree amongst others to forecast Atmospheric PM2.5. In Australia, the mega-fires of 2019-20 

and their impact on air quality were studied with the effect of COVID-19 lockdown in cities 

of and Sydney (Ward et al., 2020). Over 2 years of data from Jan 2019-Oct to 2020 was used 

in the study. Overall, 18 studies took more than 1-year data, and 15 studies researched on less 

than 12 months. This review was further segmented based on the various air pollutants 

forecasted across different continents such as PM2.5, PM10, and Meteorological factors. Out of 

all studies (n = 33), PM2.5 and Meteorological factors (effect of temperature, humidity, 

greenhouse gases, etc.) seemed to be the most popular choice amongst researchers (n=30 

studies or 91%), followed by PM10 with (n=16 studies or 49%). At the time of writing this 

paper, no research was conducted with total suspended particles or visibility reducing particles 

with Asian or Oceania data.  
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3.3 Discussion of the techniques used to forecast air pollutants 

Table II shows the compilation of all machine and deep learning algorithms considered (in 

blue) in the study. The optimal algorithm of each article is shown in red. Of all the ML 

algorithms considered across both continents (m=26), 4 articles (15%) considered the filter, 

CatBoost, Principal component analysis (PCA), Particle swarm optimization (PSO), and Ridge 

Classifier (R.Classifier) in the study along with other approaches. Of these only Ridge 

Classifier was used in Oceanian studies and PCA in Asian studies (twice). Of all these 

algorithms, RF (Random Forest) seems to be a popular choice for modeling, which occurred 

11 times (or 34%) followed by ANN (Artificial Neural Network) (n=8 out of 33 or 24%). The 

next preference seems to be of DT (Decision Trees), 5 or 15% followed by SVR/SVM (Support 

vector regression/ Support vector machine) (n=4 or 14%) of which 1 occurrence is in the study 

based on data in Australia (Oceania). k-NN (k-nearest neighbors) and SMA (Slime mold 

algorithm) are used thrice or 9%, followed by MLP (Multilayer Perceptron), ARIMA 

(Autoregressive Integrated Moving Average), Others (Linear regression with gradient, 

Support Vector Machine with Gradient Descent, InceptionV3, and Resnet50) that were 

individually used once. ANFIS (adaptive neuro-fuzzy inference system), MLR (Multiple 

linear regression), MH (Meta-heuristics), Bayesian were also used once. There were hybrids 

such as MLR-ANN (MLR-Artificial Neural Network), ARIMA-SVM, MLP-Fuzzy Inference, 

CNB/BNB (Complement Naïve Bayes/ Bernoulli Naïve Bayes), and PSO-SMA-ANFIS are 

all used only once in the studies.  

From (d=14) DL algorithms, the most popular modeling choice across Asia and 

Oceania was LSTM with 13 occurrences (or 93%), followed by BiLSTM (bidirectional 

LSTM), and CNN (convolutional neural networks) with 5 occurrences (36%). EDLSTM 

(Encoder-Decoder LSTMs), CLSTM were used 4 times (29%), GRU (gated recurrent unit) 3 

times (21%), and LSTMReg (LSTM Network for Regression) 2 times. The least used 
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algorithms in the study across continents were NLP (Natural language processing), GCN 

(Graph Convolutional Network), CVAE (conditional variational autoencoder), LSTMB 

(LSTM with Memory Between Batches), SLSTM (Stacked LSTMs) with hybrids CGRU, and 

PCA-LSTM being used only once.  

< FIGURE 4 > 

3.4 Importance of Studies conducted in shortlisted countries 

Studies undertaken in Korea (Choi & Kim, 2021; Ryu & Kim, 2020) discussed the application 

of PCA filter to DL and how the resultant model could overcome the problems related to the 

current country program emphasizing predicting or forecasting PM especially PM2.5. Seven 

different research works conducted in India focused on varied ML methods and three on DL 

methods. (Mallik, Soni, Podder, Mishra, & Ahamed, 2020) took an Indian case study that 

utilized deep learning with remote sensing in the pandemic and noticed changes in PM2.5. The 

results showed that the hybrid method i.e. (MLR-ANN) outperformed with the highest 

accuracy for the prediction of PM2.5. (Balamurali, Pachaivannan, Elamparithi, & Hemamalini, 

2021) was a comparative study from Jan 2020 to June 2020 on predicting PM2.5 levels using 

the LSTM model. A variety of LSTMs was considered in the study from Regression to 

regression with time steps, to memory between batches and stacked LSTMs. A long-term time-

series pollution forecast using statistical and DL methods was done (Nath, Saha, Middya, & 

Roy, 2021). To forecast the future PM2.5 and PM10 values, historical data and a quantitative 

approach were carried out. Analysis of AQ Index in India: pre & post-Covid pandemic was 

considered using efficient ML approaches (Iyer & Dharshini, 2020) through logistic regression 

and decision tree algorithms. (Nath et al., 2021) found that the major pollutants like PM2.5, 

PM10, NO2, showed a significant reduction during the social distancing period, compared to 

the same period in previous years. It highlighted several DL methods such as CNN-LSTM, 

LSTM, DBN to focus on the prediction of air quality. LSTM was also used to predict AQ in 
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Delhi with a focus on COVID lockdown (Tiwari, Gupta, & Chandra, 2021). The study showed 

that there was an unprecedented deterioration of air quality after the full lockdown. The study 

used a variety of LSTMs for univariate and multivariate modeling. The only Indian research 

that focused on ML models was (Bera, Bhattacharjee, Sengupta, & Saha, 2021) where PM2.5 

was predicted in the lockdown during pandemic in Kolkata city with the help of MLR and 

ANN models. This research signifies the importance of the nonlinear model and its precise 

prediction of PM2.5 over the study area in comparison to the linear model. 

Studies in Bangladesh (Shahriar et al., 2021) showed the potential of several hybrids 

(ANN and SVM with ARIMA) and standalone algorithms such as decision tree and CatBoost 

filter for the forecasting of PM2.5. Also, explanations for the overall prediction, calculations, 

and meteorology impact of coronavirus using neural networks were shown. The study showed 

the importance and efficiency of deep learning models for predicting PM2.5. Another study 

(Haque, Hasan Pranto, All Noman, & Mahmood, 2020) discussed the impact of COVID-19 

through 5 different DL networks. The researchers noticed that certain atmospheric factors such 

as humidity and temperature along with sun-hour have a considerable role to play (85.9%) in 

spreading the coronavirus. They also noticed a >90% effect on mortality with COVID-19 as 

the humidity had an 8.09 % impact on death. The researchers in Jakarta (Wihayati & Wibowo, 

2021) predicted air quality during the COVID-19 outbreak using LSTM. The results obtained 

show that the Adam optimizer could have brought the results closer to the dataset used. Studies 

in Jordan (Park & Chang, 2021) assessed and predicted AQ in northern Jordan during the 

lockdown due to the COVID-19 virus pandemic using ANN. Results of the research indicated 

a structured and trained artificial neural network could be productive architecture to forecast 

parameters of AQ adequate preciseness. The concentrations of several pollutants deteriorated 

in the period of COVID19 with varying results. In the pollutants that are studied, nitrogen 

dioxide has the most deterioration of 72%, however particulate matter 10 has a minimum 
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deterioration of 29%. It is observed that the maximum number of research papers (n=15 or 

53%) have been conducted in China. All the 14 studies focused on particulate matter 2.5 

algorithms except (Cole, Elliott, & Liu, 2020). None of the Chinese researchers used filters. 

Out of 24 ML algorithms used, RF was most widely used in several papers (7 of 15 studies or 

47%). ANN was used in 27% and 9 (or 60%) papers using DL algorithms with LSTM being 

widely used (20%) followed by CNN (20%), BiLSTM, LSTMReg, CVAE, GRU, CLSTM, 

and CGRU (6%). In Oceania, we have 3 studies from Australia mostly focussing on ML, with 

RF being the most preferred algorithm (11 times) followed by Others (2 or 50%), DT, 

CNB/BNB, SVR, ANN (1 or 25%). The only study from New Zealand also used RF as the 

choice of modeling.  

< TABLE II > 

3.5 Discussion of the data used and associated problems 

Nine studies (28%) used satellite-derived data for calculations and 72% used different types 

of data, including text and images, to corroborate their findings, as shown in Table II. Many 

studies did not take much data for the research due to the ongoing pandemic situations and 

many took multiple weather variables for their research, which may have caused some issues. 

(Choi & Kim, 2021) discussed the issue of dimensionality problem. They observed the 

problem with the fewer number of observations. They researched on 5-year data collected at 

the daily temporal horizon in 8 cities in Korea. Also, a fuzzy inference engine with MLP 

proposed in another Korean study in Seoul (Ryu & Kim, 2020) alleviated the problems of the 

current demand reference (DR) program. This study based its findings on the data of 

meteorology for PM2.5 and PM10 prediction. 

The study conducted in India (Mallik et al., 2020) was based on remote sensing data 

that have its limitations (Couture, Babin, & Perras, 1993). Another study (Balamurali et al., 

2021) collected a variety of real-time data and exploratory variables at 15-minute intervals to 
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apply ANN and LSTM to compare predictions. This involved a lot of pre-processing and 

cleaning to have a more ordered dataset to avoid any inaccuracies. One of the studies that took 

the longest duration of data was (Iyer & Dharshini, 2020) to measure the pollution level based 

on greenhouse gases such as Sulfur dioxide (SO2), Nitrogen dioxide (NO2), Carbon monoxide 

(CO), Ozone (O3), PM2.5 and PM10. (Nath et al., 2021) carried long-term forecasts and 

compared the efficiency of deep learning models in the pre and post COVID era. The limited 

data availability may cause less robust techniques such as basic statistical techniques like Holt-

Winters to surpass robust machine learning / deep learning models. This can be avoided by 

increasing the quantity of data or if the formulated model can predict at the daily/monthly time 

horizon, based on past data. This will result in a better and a reliable model. 

Careful observation in our study reveals that the papers on both continents have not 

considered exogenous variables. This means the absence of all such variables whose value is 

determined outside the model. The authors see this as a shortcoming, and their inclusion could 

have increased the preciseness and computational efficiency of the models designed (Tiwari 

et al., 2021) discussed the need for more data and the importance of Spatio-temporal 

information while predicting air pollution in the COVID era. The study (Bera et al., 2021) 

collects spatiotemporal data of PM2.5 to obtain remote sensing integrity with the increase of 

accuracy of data. 

There were reports about efforts to overcome limitations of traditional hybrid methods; 

(Haque et al., 2020) used image data with the DNN as a time and labour saving solution, and 

(Shahriar et al., 2021) eliminated strong assumptions such as prediction shifts caused by 

gradient bias. Table III listed prominent COVID-19 datasets used by works considered in this 

study. 

< Table III > 
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The literature has revealed certain limitations in the observed relationship between 

COVID-19 and PM2.5 pollution; however, this is not enough to establish a causal relationship. 

Even with powerful machine learning models, disentangling the impacts of strongly correlated 

parameters is difficult and not always possible. It's especially difficult to distinguish between 

pollution's direct consequences and the indirect effects of things like economic and racial 

inequality. Another issue is determining the appropriate proxy (or proxies) for the frequency of 

interactions between people in a given society, even as the human-to-human form of 

transmission is undeniably the most prevalent in COVID-19. Considering this, some scholars 

have correctly emphasized the need for accurate assessment of the movement of the target 

population (Bontempi, Vergalli, & Squazzoni, 2020; Guo, Yu, Zhang, & Ma, 2021); they have 

also recommended possible proxies, ranging from specific economic measures and commercial 

interactions to account for the number of investors or job seekers; analysis of public 

transportation-related statistics has also been suggested. While identifying and finding 

additional variables that accurately reflect these factors are difficult in a unified and systematic 

manner across all the studied regions, there is still room for improving the 

adopted methodologies in this regard. 

The possible disparity between interior and outdoor air pollution is another 

methodological barrier that is difficult to overcome. This is the case because people are reported 

to spend an average of 80-90% of their time indoors (Noorimotlagh, Jaafarzadeh, Martínez, & 

Mirzaee, 2021). As there are no systematic data sources on indoor pollution, we must make the 

logical assumption that indoor and outdoor pollution is substantially associated in general, as 

shown in (Harbizadeh et al., 2019). Also, there is an inescapable trade-off between the selection 

of an analysis scope that exhibits severe levels of air pollution on the one hand and the need for 

consistency in the other parameters on the other. This study is focused mainly on Asia and 

Oceania due to the highly polluted environment of the regions which are considered above 
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health-hazard limits. As a result, the COVID-19 context has a significant impact on air 

pollution, particularly in places like Delhi, Bangkok, Kuala Lumpur, Beijing, Sydney. Owing 

to this fact, the research progress on the linkage between the air quality indicators and the 

COVID-19 transmissibility. 

It's fascinating to think about random parameters when evaluating air quality. The 

significance of meteorological parameters such as temperature, humidity, and UV radiation on 

the transmission of SarS-CoV2 for example, may be less than usually anticipated based on the 

major predictors. Even though there are compelling arguments that high humidity 

and temperature levels limits virus transmission (Noorimotlagh, Mirzaee, et al., 2021; Notari, 

2021), there are also compelling arguments that they have no impact on the rate of virus 

transmission. It is worth noting that the literature has not entirely agreed on this hypothesis as 

there are contrary views about it (Kolluru, Patra, Nazneen, & Shiva Nagendra, 2021; 

Sangkham, Thongtip, & Vongruang, 2021). Despite the emphasis on the impact of 

meteorological conditions in this review, some scientists dispute that weather elements have a 

substantial impact on the transmission of COVID-19 (Qingan Wang et al., 2021). It is important 

to highlight, however, that fluctuations in meteorological conditions are significantly larger on 

a worldwide scale, especially where these elements have a greater impact. 

4. Future Research 

This section presents the scope of further research opportunities on Air pollutants, and ML/DL 

benefits but is not limited to the COVID-19  pandemic. 

 

4.1 Usage of a Large Dataset and removal of dimensionality 

Availability of large and different types of data such as texts, images, Spatio-temporal, remote 

sensing data will assist in conducting several experiments and applying a range of modeling 
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algorithms. This can result in improved performance. It would also assist in a general, yet 

ordered, and validated result helping immensely in the pandemic research. 

4.2 Enhanced focus on air quality and DL with COVID-19 

A small amount of research that considered all the factors of air pollutant forecasting, 

pandemic, and deep or machine learning algorithms was observed to have been published from 

the selected continents. Further research can be done particularly focusing on these areas. 

4.3 Inaccuracies of greenhouse gas emissions 

Limitations of data availability especially data without bias or data with high resolution can 

create problems in incorrect emissions. This may hold for gases such as CO or O3. This can 

create deviation between the model formulated and the results obtained. Future research might 

take a top-down approach focused on individual pollutants into consideration while designing 

the models. 

4.4 Prior evaluation of the robustness of the models 

An upcoming and active research field with innovative algorithms and methods is ML/DL. It 

keeps on emerging resulting in a better and refined solution. Before formulating a system or 

approach, the pros and cons of several models need to be considered that may provide better 

responses to uncertainty quantification in predictions. 

4.5 The development of governmental strategy 

The following policy recommendations are necessarily based on the findings of the literature 

review: Government should focus on intervention projects aimed at stimulating 

the decarbonization of economic activities via the introduction of pollution reduction 

technologies; this will offer a long-term solution in containing COVID-19, its impacts, and 

future reoccurrences. A paradigm shift is also necessary acceptance of research, development, 

& innovations throughout economic sectors. Economic growth can only be decoupled from air 

pollution by relying on renewable and clean energy sources for economic activities. The 
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promotion of a healthy and clean atmosphere could be a useful factor in reducing the rapid 

transmission of COVID-19. This study could not reach a consensus result due to the variations 

in countries across the world, as well as the complexity of COVID-19; however, the 

adopted empirical procedure in this work laid the groundwork for future research needed to 

mitigate COVID-19, its effect, and future pandemics. 

5. Conclusions and future work 

This manuscript examined 545 selected scientific articles focused on Asia and Oceania. These 

articles narrowed their research on COVID-19  and air pollution and finally, 33 papers were 

shortlisted that used deep learning or machine learning approaches for the considered objective 

in forecasting air pollutants. Deep learning and machine learning is an active and evolving 

research field, particularly in atmospheric sciences. Despite the rapid advancement and 

popularity over the past years, the usage is noticed to have been limited to the continents of 

North America and Eurasia. In comparison, fewer studies have been conducted in Asia and 

particularly the Oceania continent.  

We noticed a few important points through this systematic review- 

 This systematic review shows that most research papers focused on forecasting or 

predicting the number of air pollutants. The literature that revolved around primarily 

the concentration generally took an ensemble of algorithms or simply algorithms based 

on regression. This may be because this choice helped in an acceptable arrangement 

between the model performance and analysis of results. 

 All these articles focused on forecasting through ML and DL techniques and prioritized 

accuracy over interpretability.  

 Forecasting contaminants such as particulate matter is particularly challenging. The 

chaotic behaviour of Air pollutants creates major difficulties in tracking their three-
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dimensional movement. This might be the reason for the choice of these robust 

algorithms. 

 The analysis by authors reveals that the extent of the forecasting accuracy is lesser as 

compared to that of the models that used estimation. The 3-d chaotic nature of air 

pollutants may demand the application and better suited computationally efficient 

algorithms such as machine learning or deep learning. This may enable us to take care 

of the complexity in forecasting future contaminants.  

 The preciseness of ML for particulate matter prediction as well as forecasting got to 

maximum numbers in comparison with the other pollutants. In general, it was observed 

that the preciseness of peaks with a higher rate of pollution was lesser as compared to 

the low or medium pollution peaks. Furthermore, the forecasting result was constrained 

to the meteorological contaminants like CO with Nitrogen oxides (NOx). Moreover, 

the models seemed to behave superior for weather that was extreme such as windy, 

snowy, fall to state a few.  

 In the end, from the analysis of the selection, it is noteworthy that harmful and 

increased contamination concentration of particulate in the southern hemisphere and 

the Asia pacific is understudied when combined with deep learning or machine 

learning.  

Therefore, the authors suggest that future articles may take care of further challenges 

of enhancing the models aiming to forecast air pollution along with important pollutants. This 

article reviewed the study done for prediction and forecasting through several methodologies 

in the time of the ongoing pandemic. The literature concerning the issues, challenges, 

methodology, and real advantages was discussed briefly. This review’s strategy is classified 

into main categories based on the continents: Asia and Oceania. The paper shows that the 
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appropriateness of methods is dependent on the target dataset. Overall, in comparison to the 

single algorithms, the hybrid algorithms performed better and precisely. 
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Fig. 1: The major research keywords adopted on the influence of COVID-19 lockdown and 

the air pollution (a) collection of 914 keywords (b) collection of 227 keywords (c) the major 

countries established this research domain. 

 

 

Fig. 2: Illustration of the continents considered for the study. 
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Fig. 3.  Systematic selection of studies and flowchart based on PRISMA. 
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Fig. 4. Word cloud showing the prominent keywords of the specific research undertaken by Asian and Oceania countries shortlisted in this 

paper. 
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List of Tables 

Table I    The description of the Literature review based on Geography.  *=Total studies. Ϯ=Acronyms.  

Country Title Based on Duration PM2.5 PM10 Metereo--

logical 

Findings 

 

India  

(8) * 

 

(Mallik et al., 2020) A case study focusing on remote 

sensing and DL in COVID 19. 

Predicting and estimating changes in 

PM2.5. 

Jan 2019- 

Apr 2020 
✔ ❌ ✔ Reduction of 26% in PM2.5 

in comparison to pre 

lockdown 

 (Balamurali et al., 

2021) 

Comparative Study on Predicting 

PM2.5 Levels Using LSTM Models 

Jan 2020- Jun 

2020 
✔ ❌ ✔ A comparative study to 

predict PM2.5 

 (Iyer and Dharshini, 

2020) 

Before and after analysis of AQ 

index through ML in COVID for 

India 

Jan 2015-Dec 

2020 
✔ ✔ ✔ Analyses AQ during pre-& 

post-COVID days 

 (Nath et al., 2021) DL and statistical analysis for the 

forecast of long-term pollution 

Jan 2020- 

Dec 2020 
✔ ✔ ✔ A comparative study to 

forecast pollutants   

 (Tripathi and 

Pathak, 2021) 

Deep Learning Techniques for Air 

Pollution 

Jan 2020- 

Dec 2020 
✔ ✔ ✔ CNN-LSTM is proposed as 

a popular model         

 (Tiwari et al., 2021) Usage of LSTM on AQ of Delhi in 

the lockdown (COVD 19) 

Jan 2019-

May2020 
✔ ❌ ✔ BiLSTM model provides 

the best predictions 

 (Bera et al., 2021) Using ANN and MLR models to 

predict PM 2.5 in COVID in the city 

of Kolkata 

Mar2020-

May2020 
✔ ❌ ✔ Compare the accuracy of 

models 

 (Roy and 

Chatterjee, 2021) 

Increase and spread of AQI and the 

impact of dual lockdown 

Jan 2020-Jun 

2020 
✔ ❌ ✔ Rise of air quality level 

predicted 

Bangladesh  

(2) 

(Shahriar et al., 

2021) 

Forecasting PM2.5 in Bangladesh 

with CatBoost, DT, Hybrid ARIMA 

with SVM and ANN 

Jan 2013 - 

May 2019 
✔ ❌ ❌ Suggests using DL for 

predicting PM2.5 

 (Haque et al., 2021) NN and analysis of correlation of 

weather and COVID 19 

Jan 2020-

Aug2020 
❌ 

 

❌ 

 

✔ 

 

Weather holds 85.88% 

impact on COVID19 

Korea 

(2) 

(Choi and Kim, 

2021) 

Forecasting Models for Predicting 

PM2.5 with DL and PCA 

Jan 2015-Dec 

2019 
✔ ❌ ✔ PCA in DL can lead to  

Improvements 
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 (Ryu and Kim, 

2020) 

Demand response in Korea through 

PM Forecasting by DL & fuzzy 

inference 

Jan 2020- Feb 

2020 
✔ ✔ ✔ The model solves DR 

programs loopholes 

Jakarta  

(Indonesia) 

 (1) 

(Wibowo, 2021) Prediction of air quality in Jakarta 

during the COVID-19 outbreak 

using LSTM 

Jan 2020-Jun 

2020 
✔ ✔ ✔ Predict air quality with 

LSTM 

Jordan  

(1) 

(Shatnawi and Abu-

Qdais, 2021) 

Assessing and predicting AQ in 

northern Jordan during the lockdown 

due to the COVID-19 virus 

pandemic using ANN 

Jan 2019-Mar 

2020 
✔ ✔ ✔ Structured ANN can be a 

useful tool 

China 

(15)  

(Al-Qaness et al., 

2021) 

ANFIS model for forecasting Wuhan 

City AQ and COVID-19 lockdown 

Jun2016-Jun 

2020 
✔ ❌ ✔ Decreases in PM2.5, CO2, 

SO2, NO2. 

 (Tan et al., 2020) Story of environment and people 

interaction on PM2.5 with COVID 

19 

Jan 2020- 

Mar 2020 
✔ ❌ ❌ COVID-19 decreased the 

PM2.5 

 (Han et al., 2021) Deep-AIR: A Hybrid CNN-LSTM 

Framework for AQ Modeling  

Dec2018-Mar 

2020 
✔ ❌ ✔ Air pollutants can model 

disease transmissibility 

 (Zhan et al., 2020) Prediction of Air Quality in Major 

Cities of China by Deep Learning 

Jan 2015-Dec 

2019 
✔ ✔ ✔ Meteorology is the best 

estimator for NO2 & PM2.5 

 (COSIMO and 

Marco, 2021) 

Hubei area deaths and evidence from 

Neural Networks: Covid19, 

economic growth, and air pollution 

nexus. 

Jan 2020-Jul 

2020 
✔ ✔ ✔ Strong relation between 

PM2.5 & COVID-19 

deaths. 

 (Zhao et al., 2021) Anomalies generated by COVID 19 

with unsupervised PM2.5 

Jan 2017-Feb 

2020 
✔ ❌ ❌ CVAE detection discerns 

abrupt changes in PM2.5 

 (Lu et al., 2021) ML in the Yangtze River delta: 

ambient variations and estimates of 

PM2.5 during COVID-19 Pandemic 

Jan 2019-Feb 

2020 
✔ ❌ ✔ Estimating PM2.5 decrease 

in the area of Yangtze river 

 (Han et al., 2021) Deep-AIR: A Hybrid CNN-LSTM 

Framework for AQ Modeling  

Dec2018-Mar 

2020 
✔ ❌ ✔ Air pollutants can model 

disease transmissibility 

 

 (Li et al., 2021) ML models and satellite data: 

estimating the Impact of COVID-19 

on the PM2.5 Levels in China. 

Nov 2018-

Apr 2020 
✔ ❌ ✔ ML estimated 

spatiotemporally PM2.5 and 

the level was lowered by 4.8 

µg/m3 

 (Cole et al., 2020) The Impact of the Wuhan lockdown 

on Air Pollution and Health:  ML & 

Augmented Control Approach 

Jan 2014-Feb 

2020 
❌ 

 

✔ 

 

✔ 

 

NO2 reduction calculation by 

63% from the pre-lockdown 

level 
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 (Song et al., 2021) Air pollution in central and eastern 

China based on ML in COVID-19 

Lockdown. 

Jan 2018-

Dec 2020 
✔ ✔ ✔ All the measured 

pollutants of the study 

were reduced by 16.4%, 

24.2%, and 19.8%  

 (Hu et al., 2021) ML insights and covid-19 effect in 

air pollutants: future control policy 

Jan 2015-

Dec 2020 
✔ ✔ ✔ PM 2.5, PM 10, SO2, NO2, 

& CO lowered by 39.4%, 

50.1%, 51.8%, 43.1%, & 

35.1%, 

 (Rahman et al., 

2021) 

Review on ML in COVID-19, AQ, 

and  Human Mobility  

Jan 2020-

Dec 2020 
✔ ✔ ✔ Significant improvement 

on AQ in COVID-19 

lockdown 

 (Wang et al., 

2020) 

Four-Month Changes in AQ 

during & after the COVID-19 in 

China 

Jan 2020-

Apr 2020 
✔ ❌ ✔ NO2 lowered by 36−53%. 

PM2.5 was also reduced. 

 (Einsiedler et al.) Understanding the Impact of 

transferable models on AQ in 

lockdown: A technical report 

May 2020-

Feb 2021 
✔ ✔ ✔ The only study to use 

transfer learning to fit 

variables considered. 

 (Dai et al., 2021) Spring Festival and COVID-19 

Lockdown: Disentangling PM 

Sources in Major Chinese Cities 

Jan 2015-

Dec 2020 
✔ ✔ ✔ −15.4%, −17.0%, −14.5%, 

−7.6%, −9.7%, & +24.6% 

changes for NO2, SO2, 

CO, PM10, PM2.5, O3, 

Australia 

(3) 

(Ryan et al., 2021) Megafires in black summer of 

2019-2020 and AQ’s health 

impact with Sydney and 

Melbourne COVID-19 lockdown. 

Jan 2019-Oct 

2020 
✔ ✔ ✔ Significant increases of 

O3, CO, PM10 & PM2.5.   

 (Duc et al., 2021) COVID-19 lockdown effect in 

Sydney’s AQ. 

Apr2020-Jun 

2020 
✔ ❌ ✔ NO2, CO, & PM2.5 

decreased, O3 increased 

 

 

(Gupta et al., 

2021) 

Whether the weather will help us 

weather the COVID-19 pandemic: 

Using ML to measure Twitter 

users’ perceptions 

Jan 2020- 

Jun 2020 
❌ ❌ ✔ 40.4% uncertain about 

weather’s impact, 33.5 %  

no effect, & 26.1 % some 

effect. 

New Zealand 

(1) 

(Talbot et al., 

2021) 

Response with the investigation to 

COVID 19 and weather impact on 

NZ air quality. 

Dec 2018-

June 2020 
✔ ✔ ✔ ML found good R for 

NO2; Modelling results 

were weaker for coastal 

particulate data. 
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Table II A Compilation of all Machine learning and Deep learning algorithms# considered (in BLUE) in this study with their total count. 

The optimal algorithm for each research work is shown in RED).  

 

  ASIA (K=Korea, I=India, B=Bangladesh, JK=Jakarta, J=Jordan, C=China) 

OCEANIA (A=Australia, N=New Zealand) 

 

 

              Study * 

I B K JK JO C A N Count 

1 2 3 4 5 6 7 8 1 2 1 2 1 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 1  

F
il

te
r 

CatBoost                                  1 

PCA                                                      2 

PSO                                   1 

RClassifier                                  1 

M
ac

h
in

e 
le

ar
n
in

g
 a

lg
o
ri

th
m

 

ANFIS                                   1 

SVR/SVM                                         4 

ANN                                                 8 

k-NN                                                1 

ARIMA 

(AR) 
      

  
          

   
            

  

          

  

 1 

AR-SVM                                                 1 

MLP                                                 1 

MLR                                                 1 

MLR-ANN                                                 1 

PSO-

ANFIS 
     

  
          

   
            

  

          

  

 1 

MLP-FI                                                 1 

DT                                                  5 

SMA                                   2 

RF                                                 11 

Bayesian                                   1 

CNB/BNB                                    1 

Others 

   

 

     

   

        

          

   

 7 
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* Reference of all studies are from Table I. 

# The complete names of models are mentioned in Section III, part C. 

 

D
ee

p
 l

e a
rn

in
g
 a

lg
o
ri

th
m

 
CNN                                                 5 

NLP                                  2 

LSTM                                                  12 

ED-LSTM                                                 4 

Bi-LSTM                                                  5 

LSTM-Reg                                                 2 

LSTMB                                                 1 

SLSTM                                                 1 

CVAE                                  2 

GRU                                                 1 

PCA-

LSTM 
   

 
      

   
      

 

         

 

 

 

 1 

CLSTM                                                  3 

CGRU                                                  1 

T. learning                                  1 

Data Satellite                                  12 
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Table III  A list of prominent COVID-19 Datasets used by works considered in this study  

Resources Link Details 

AitsLab Corona Aitslab/corona NLP toolbox for COVID-19 NLP research. 

Amazon AWS aws.amazon.com/covid-19 Public repository for COVID-19 data analysis. 

Australia australia.gov.au/ Official repository of Australian state and territory COVID-19 figures 

Bangladesh  dghs.gov.bd/index.php/en/home/5343-

covid-19-update 

Directorate of Health Services, COVID-19 dashboard of Bangladesh 

BSTI Imaging 

database  

 

bsti.org.uk/training-and-education/covid-

19-bsti-imaging-database/ 

British Society of Thoracic Imaging Covid 19 CT scans data 

CORD-19 semanticscholar.org/cord19 Open research database and a free resource for over 52,000 scholarly 

articles 

COVID-19 Graphs 

 

worldometers.info/coronavirus/worldwide-

graphs/ 

This repository gives the tools to visualize the various statistics of 

COVID-19 using case data 

HARVARD Dataverse 

for China 

dataverse.harvard.edu/dataset.xhtml?persis

tentId=doi:10.7910/DVN/MR5IJN  

Harvard Repository of China’s COVID-19 statistics 

India mygov.in/covid-19/ Government of India’s repository of COVID-19 cases 

Jakarta corona.jakarta.go.id/en Jakarta official webpage of COVID-19 cases 

Kingdom of Jordan  corona.moh.gov.jo/en Reports and COVID-19 statistics of Kingdom of Jordan 

LitCOVID  ncbi.nlm.nih.gov/research/coronavirus/ Curated literature hub for tracking 2019 novel Coronavirus. 

MONTREAL.AI montrealartificialintelligence.com/covid19/ A resource to use with deep reinforcement learning  

NIH NLM LitCovid 

 

ncbi.nlm.nih.gov/research/coronavirus/ Curated literature hub for tracking up-to-date scientific information about 

COVID-19 with central access to relevant articles in PubMed  

Republic of Korea  ncov.mohw.go.kr/en/ Repository of case statistics of Korea 

UN Humanitarian 

data exchange 

data.humdata.org/ United Nations OCHA Humanitarian Data Exchange Project 

World Health 

Organisation (WHO) 

covid19.who.int/ WHO Coronavirus (COVID-19) Dashboard 
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ADDITIONAL ARTICLE II (APPENDIX B) ARTIFICIAL 

INTELLIGENCE-BASED BIT-WISE DECODING OF 

ERROR-CORRECTION CODES FOR RADIO 

COMMUNICATIONS 

Sharma, E, Shakeel I, Sancho SS, & Deo, RC 2022, 'Artificial Intelligence-based Bit-wise 

Decoding of Error-correction Codes for Radio Communications’, IEEE Access, Under review. 

(Q1, Impact Factor: 3.367 H Index: 127, SNIP: 1.421, and 87th percentile in Engineering). 

 

B.1 Foreword 

Appendix B presents an exact copy of the article under review in IEEE ACCESS. 

In this work, the candidate has developed several popular artificial intelligence-driven 

approaches and then investigated to decode error correction codes (ECC). A systematic and 

comprehensive comparative strategy has been undertaken to investigate the merits and demerits 

involving both machine and deep learning (ML/DL) technologies for bit-wise decoding of 

binary linear block codes. All the technologies considered are known for prediction and 

recognition problems. The paper considers the complexity of the problem, the error-rate 

performance, and the overall computational time. The efficacy of the comparison 

methodologies are assessed using the benchmark codes: the extended binary Golay and the 

Hamming code. The practicality of the study is advocated through performance evaluation 

using block error rate (BLER) and power efficiency metrics, including the illustrated error-rate 

simulations over varying levels of Signal-to-Noise Ratio (SNR) for the designated 

communication channel. The authors discuss our analysis through the correlation of  SNR 

selections for model training, and the choice of comparative models from an ensemble of 

ML/DL models. In the proposed model setting, (LSTM) gives the best comparative results 

(showing BLER ≈ 0.175, ≈ 0.076, ≈ 0.0332, ≈ 0.0129, ≈ 0.0037, and ≈ 0.0003, with the 

Hamming code), and also reached the theoretical optimum (BLER ≈ 0.315, ≈ 0.0656, ≈ 0.0065, 

≈ 0.0008, and ≈ 0.0002 for SNR 0-5 with the Golay code) compared to the  CLSTM, CNN, OS-

ELM, and ELM models. This makes the work a good starting point towards the possibility of 

future research for longer codes and implementation of the best practices for a robust and 

resilient architecture. This may offer a powerful toolkit to facilitate quick learning and feature 

analysis to autonomously generate robust receiver algorithms. The improvements made can 
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enable reliable and uninterrupted radio communications for longer codes that may be 

challenging to decode efficiently with traditional error correction techniques. 

B.2 Research Highlights 

• To address the literature gap and propose a feasible, practical, and computationally 

efficient ML/DL architecture after comparing with several approaches to minimize loss 

function (e.g., block error rate BLER). 

• To develop several models for error correction that may be standalone such as extreme 

learning machine (ELM), online sequential extreme learning machine (OS-ELM), etc., 

or hybrid such as integrating a convolutional neural network (CNN) with LSTM 

generating a hybrid convolutional-LSTM (C-LSTM) method. 

• Generate low error rate performance and secondly, evaluate all the algorithms through 

BLER metrics at various Signal to Noise Ratios (SNR) for the benchmark codes: Binary 

extended Golay Code (24,12) and Hamming Code (7,4). 

• Suggest which of the comparative architecture may be considered by future studies and 

used effectively with longer error correction codes. The developed ML/DL architectures 

are designed by setting ‘N’ nodes at the output layer to make the decoder implementable 

for larger and relatively complex codes. The proposed framework after comparison is 

likely to be competitive with the current state-of-the-art framework in improving the 

transmission reliability of communication systems. 

• To compare best practices and procedures by evaluating all ML/DL models’ efficacy 

through visual and statistical metrics on tested data sets. 

• To investigate whether any of the comparative architectures can offer a powerful 

unified toolkit to facilitate the development of computationally efficient and practically 

implementable ML/DL-based decoding algorithms for codes such as Polar codes and 

low-density parity-check (LDPC) codes that may be challenging to handle with the 

existent techniques in the literature.  

B.3  Under Review Appendix Article II 
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ABSTRACT Emerging demands for designing practical artificial intelligence (AI) algorithms for radio
communications are the key drivers for the continued technology evolution in wireless communications.
Recently, several state-of-the-art advancements have been introduced for error correcting codes (ECC) as
they are used in practically all cases of message transmission. Growing radio communication literature
reports that the complexity of artificial intelligence (AI) algorithms grows exponentially with the dimension
of the error-correction codes. In this paper, several popular AI driven approaches have been developed and
then investigated to decode error correction codes (ECC). A systematic and comprehensive comparative
strategy has been undertaken investigating merits and demerits involving both machine and deep learning
(ML/DL) technologies for bit-wise decoding of binary linear block codes. All the technologies considered
are known for prediction and recognition problems. The paper considers the complexity of the problem, the
error-rate performance, and the overall computational time. The efficacy of the comparison methodologies
is assessed using the benchmark codes: the extended binary Golay and the Hamming code. The practicality
of the study is advocated through performance evaluation using block error rate (BLER) and power
efficiency metrics, including the illustrated error-rate simulations over varying levels of Signal-to-Noise
Ratios (SNR) for the designated communication channel. We discuss our analysis through the correlation
of SNR selections for model training, and the choice of comparative models from an ensemble of ML/DL
models. In the proposed model setting, (LSTM) gives the best comparative results (showing BLER ≈ 0.175,
≈ 0.076, ≈ 0.0332, ≈ 0.0129, ≈ 0.0037, and ≈ 0.0003, for SNR 0-6 with the Hamming code), and also
reached the theoretical optimum BLER ≈ 0.315, ≈ 0.0656, ≈ 0.0065, ≈ 0.0008,, and ≈ 0.0002 for SNR
0-5 with the Golay code) compared to the vs. CLSTM, CNN, OS-ELM, and ELM models). This makes our
work a good starting point towards the possibility of future researches for longer codes and implement the
best practices for a robust and resilient architecture. This may offer a powerful toolkit to facilitate quick
learning and feature analysis to autonomously generate robust receiver algorithms. The improvements made
can enable reliable and uninterrupted radio communications for longer codes that may be challenging to
decode efficiently with traditional error correction techniques.

INDEX TERMS Error-correcting codes; machine learning; AI-enabled wireless communication; high-
dimensional codes; Golay code; Hamming code; linear block codes; deep learning.

I. INTRODUCTION1

THE phenomenal growth in the number of wireless users2
and rapid development of wireless communication tech-3

nologies demands a higher level of information reliability and4
computational efficiency. These demands have imposed new5
challenges that will be difficult to address using traditional6
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FIGURE 1. Illustrating the Communication system with ML/DL enabled decoder.Redrawn after [1]

methods due to their excessive complexity and sub-optimal7
performance [2], [3]. Advancements in Machine Learning8
(ML), and in particular deep learning (DL), have achieved9
groundbreaking success to stimulate interest in addressing10
such challenges [4], [5]11

There are multiple and successful application areas of deep12
learning as the models based on DL have the potential to at-13
tain high performance compared with traditional approaches.14
They address issues of model-measurement errors, and can15
speed up the learning and model convergence. However, it is16
observed that as deep neural networks (DNNs) are optimized17
with limited parameters, passing the inputs through them18
only requires a limited number of operations, making DL19
computationally efficient [6]. However, as fewer works exist20
on deep learning in the field of radio communication, the de-21
sign of efficient algorithms for radio communication systems22
has become an active area of research. Recent papers such23
as [7], [8] also emaphasise on the use of networks adopting24
AI methods for decoding error-correcting codes. The basic25
functionalities of a radio communication system with an ML-26
based decoder are illustrated in Figure 1.27

Error correction codes (ECCs) ensure safe and reliable28
transmission of data over the noisy channel by detecting29
and correcting bit errors [9]. Error corrections codes can be30
categorised into two classes, namely, block codes and con-31
volutional codes. Figure 2 shows the different types of error32
correction codes. Coloured boxes show the two benchmark33
codes considered in the research.34

In this paper, we compared merits and demerits of sev-35
eral smart ML/DL-enabled ECC decoders for minimising36
the overall system error rate and improving transmission37
reliability. All algorithms are assessed using the benchmark38
codes, the binary extended Golay codes reference [10], and39
the Hamming code (linearECC) [6].40

Many communication applications require longer codes to41
achieve a target performance for reliable transmission of in-42

formation [12]. Also, most of the DL methods in the literature43
formulate the problem as a high-dimensional classification44
problem where each unique word in the code is assigned45
a label. However, for high-dimensional codes (i.e., longer46
codes), the number of required labels increases making the47
implementation of the DL-based algorithms practically im-48
possible. This approach has produced excellent results and49
appears to meet the expected theoretical performance levels50
[9]. This paper takes an alternative approach to address the51
increased decoding complexity for longer codes by formulat-52
ing the problem as a binary classification problem for each53
decoded bit and then comparing it with other approaches.54
The literature [13], [14] shows that DNN methods have55
been applied for designing decoders, by enabling feature ex-56
traction through convolutional neural networks (CNNs) and57
Hamming code performance evaluations using an artificial58
neural network decoders.59

Our motivation is to compare efficient data-driven decoder60
architectures harnessing the predictive ability of ML/DL. The61
ensemble of algorithms decoding block codes are compared62
in Section 2, and discussed in detail in the Appendix [15].63
Studies such as [16] considered deep learning (DL) to64
improve the decoding of linear codes. To the best of the65
authors’ knowledge, only one study [17] has explored66
the comparative approach on practically implementable67
architectures for decoding block error codes. Also, the68
authors only compared two of deep learning models (CNN)69
and (LSTM) in the context of radio communication. The70
novelty and scientific contributions of this study are,71
therefore:72

73

i) To address the literature gap and propose a feasible,74
practical, and computationally efficient ML/DL architecture75
after comparing with several approaches to minimize loss76
function (e.g., block error rate BLER).77

78
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FIGURE 2. Types of Error control codes. The coloured boxes illustrate the benchmark codes considered in the study.Redrawn after [11]

FIGURE 3. Generator Matrix with for 0 and red for 1 for (a) Binary Extended Golay Code, and (b) Hamming Code.

ii) To develop several models for error correction that may79
be standalone such as extreme learning machine (ELM),80
online sequential extreme learning machine (OS-ELM) etc.81
or hybrid such as integrating a convolutional neural network82
(CNN) with LSTM generating a hybrid convolutional-LSTM83
(C-LSTM) method.84

85
iii) Generate low error rate performance and secondly, to86

evaluate all the algorithms through BLER metrics at various87
Signal to Noise Ratios (SNR) for the benchmark codes:88
Binary extended Golay Code (24,12) and Hamming Code89
(7,4).90

91
iv) Suggest which of the comparative architecture may be92

considered by future studies and used effectively with longer93
error correction codes. The developed ML/DL architectures94
are designed by setting ‘N’ nodes at the output layer to make95
the decoder implementable for larger and relatively complex96
codes. The proposed framework after comparison is likely97
to be competitive with the current state-of-the-art framework98
in improving the transmission reliability of communication99
systems.100

101
v) To compare best practices and procedures by evaluating102

all ML/DL models’ efficacy through visual and statistical103
metrics on tested data sets.104

105
vi) To investigate whether any of the comparative106

architectures can offer a powerful unified toolkit to facilitate107
the development of computationally efficient and practically108
implementableML/DL-based decoding algorithms for codes109
such as Polar codes and low-density parity-check (LDPC)110
codes that may be challenging to handle with the existent111

techniques in the literature. The rest of this paper is112
structured as follows:113

114
Section 2 describes the comparative overview of several115

ML/DL models developed in this study. Section 3 introduces116
the materials and method, describing the detailed architecture117
of the models developed for comparison. This section ends by118
describing the evaluation criteria used to evaluate the models.119

Next, the experimental details, results, validation process,120
and discussion of the model are presented and analysed in121
Section 4. The concluding remarks are presented in Section122
5 with limitations and future research.123

II. COMPARISON OF ALL METHODOLOGIES: CNN,124
LSTM, C-LSTM, ELM, OS-ELM125
This paper focuses more on the comparison of the well-126
known methodologies. The details of these models i.e CNN127
[18], LSTM [19], C-LSTM [20], and traditional ML models128
such as Extreme learning machines (ELM) [21] and Online129
learning extreme learning machine (OS-ELM) [22] are pre-130
sented in Appendix of this paper.131

A. DEEP LEARNING METHODOLOGIES: CNN, LSTM,132
C-LSTM133
Convolutional neural network (CNN) is a famous and an ad-134
vanced neural network, that has gained popularity especially135
in the digital image recognition area. The authors in [23]136
explores CNN to recognize the cognitive radio waveform in137
an automatic system. Their work concludes that it is an effec-138
tive model when high noise signals need to be differentiated.139
Other works such as [24] finds out that CNN proves to have140
strong capability of classification especially in the wavelet141
denoising technology and needs fewer parameters to learn142
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with reduced chance of overfitting and a better prediction143
in data based on images. However, the study [25] finds out144
that CNN-based modulation classification performs better145
in cases when the input size is fixed. In reality this is not146
possible as the actual radio signal is of variable nature. A147
model based on CNN requires a lot of training data and is148
less efficient for encoding, suffering from the lack of ability149
to be invariant to the input data.150

Another framework that has gained immense popularity in151
recent years is Long short-term memory network (LSTM). It152
is designed to work efficiently and differently as compared153
to CNN, by automatically extracting robust features from154
noisy radio signals, and using learnt features for modu-155
lation. The authors [26] uses this capability implemented156
on a computational platform that exceeds state-of-the-art157
accuracy while staying low-cost. The results of this study158
on over-the-air radio data shows that the LSTM model clas-159
sifies incoming radio signals efficiently, and reliably with160
superior performance, when compared with other state-of-161
the-art technologies. However some works with LSTM such162
as [27] concludes that the LSTM needs more parameters163
as compared to CNN and often takes more training time.164
However, its important significance of checking long input165
sequences without increasing the size of network outshines166
its shortcoming.167

The authors in [28] efficiently explore the feature inter-168
action, and the properties of raw complex temporal signals169
through another deep learning methodology, named CNN-170
LSTM. It models non-linear patterns in data, where CNN171
extracts complex features from data, and LSTM can model172
temporal information in data. The radio communication re-173
search with C-LSTM is in developing stages with very few174
studies to have used it and citeczech2018cnn being one of175
them.176

B. MACHINE LEARNING METHODOLOGIES: ELM,177
OS-ELM178
ELM and OS-ELM are both popular methodologies where179
the former has attracted several papers in radio communi-180
cation domain such as [29] due to the benefit of usage,181
quick learning speed, simplicity, and good generalization182
performance.183

OS-ELM is another fast and accurate online sequential184
learning algorithm for single hidden layer feed forward net-185
works used by studies such as [22] where the authors ensured186
the continuous operation of the wireless sensor networks.187

C. DEEP LEARNING (DL) VS. MACHINE LEARNING (ML)188
METHODOLOGIES189
Deep learning is part of a broader family of machine learning190
methods however in comparison, deep learning models are191
fast becoming a popular choice [15], [30]. With the start192
of modelling, DL models reach their best predictive power193
making them robust with their hyper parameters. This en-194
ables enables them to be a preferred choice for run time195
predictions. In contrast, ML parses the data, learns from it,196

and makes decisions that are informed. Even though, DL197
methods run the problem of requiring more training data,198
taking longer time to train (generally on GPU), while ML199
trains on CPU with lesser training data, and hence lesser200
time to train. Lastly, DL can be tuned in several ways, while201
ML has limited tuning capability for hyper parameter tuning.202
These arguments show that even though (DL) is a subset of203
(ML), it has a wider range of capabilities and can handle more204
complex tasks than machine learning.

TABLE 1. CODES USED TO ASSESS THE PROPOSED ALGORITHMS.

Name Distance Total
(N)

Bits
Data
(K)

Parity
(N-K)

Rate
(K/N) Notation

Extended
Golay
(24,12)

8 24 12 12 0.5
G24 OR

[24, 12, 8]2-
code

Hamming
(7,4) 3 7 4 3 0.57 [7, 4, 3]2-

code

205

III. MATERIALS AND METHOD206
A. RESEARCH DATA207
For the data used, the transmitted message is reconstructed at208
the receiver side over a physical channel using the ML/DL-209
enabled decoder as shown in Figure1. In this illustration,210
we note that the transmitter is expected to first encode the211
randomly generated K-bit message to an N-bit code word,212
which is then modulated using Binary Phase Shift Keying213
before transmitting over a noisy channel. An additive white214
Gaussian noise (AWGN) model is considered for the channel.215
On the receiver end, the soft output N-values from the de-216
modulator go to the decoder where the K-bit message is re-217
trieved. In the proposed approach, the decoder is represented218
as a Deep Neural Network (DNN).219

The DNN decoder reconstructs the original message with220
a low error rate by learning from the received soft values.221
The entire communication system is then trained to achieve222
the system performance target in terms of the bit error rate223
(BER) and the block error rate (BLER) [15]. The training224
data comprises the noisy soft-values of the channel output225
and the expected message sequences generated from the226
communication system.227

It is noteworthy that the present research aims to first228
develop and then compare several popular artificial intelli-229
gence driven approaches and aims to find a receiver-decoding230
algorithm that has potential for reliable communications231
over an AWGN channel.All the algorithms are evaluated by232
generating BLER metrics at various Signal to Noise Ratios233
(SNR) for the benchmark codes: Binary extended Golay Code234
(24,12) and Hamming Code (7,4). Table 1 shows more detail235
on the benchmark codes. The Hamming code is well known236
for its single-bit error correction and two-bit error detection237
capability [14]. The (N=7, K=4) linear Hamming block code238
is based on the principle of mapping 4-bit input data to a 7-239
bit output codeword using a generator matrix with order G240
(4x7). The binary extended Golay code (N=24, K=12) has241
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12 message bits with a code-word length of 24 bits. The242
Golay code encodes 12 bits of data to a 24-bit word using a243
generator matrix with order G (12x24). The Golay code can244
correct up to 3-bit errors and detect up to 7-bit errors. The245
parameter ‘K’ is the dimension of the code and the generator246
matrix in a standard systematic form is shown in Figure3.247
Note that is for 0 and red stands for 1 for both these coding248
schemes.249

B. DEVELOPMENT OF MODEL ARCHITECTURE250
An ensemble of five (conventional machine learning and251
deep learning) models was developed in this paper. The deep252
and non-deep learning methods are: ELM, OS-ELM, CNN,253
LSTM, and hybrid architecture in this paper is, C-LSTM.254
All of the models were constructed using a Windows 10,255
Intel®i7 Generation 10 platform @3.8 gigahertz unit, 32 GB256
memory platform using Python programming language, and257
open-source libraries (i.e., Tensor Flow [31], Keras [32], and258
Scikit-learn [33]). To develop LSTM architecture, randomly259
generated data were partitioned. Without any standard rule260
for data partitioning the data for both Hamming and Golay261
codes were partitioned in 60 % (training), 6.67 % (valida-262
tion), and 33.3 % (testing) subsets. Data were normalised to263
lie within the interval [0, 1]:264

RINORM = (RI −RIMIN )/(RIMAX −RIMIN ) (1)

In 1 RIMIN ,= The minimum values of message inputs,265
RIMAX ,= The maximum values of message inputs received266
by the Receiver (refer to Figure 1), and RINORM = The267
normalised Receiver input.268

Table 2 shows an optimal architecture in Red colour with269
our comparative approaches benchmarked with the model270
that performed best amongst all. This study adopted a grid271
search method as an important tool to extract the best272
features [34] and optimise the resulting model. In Table273
2, we show how an optimum framework can be attained274
by optimising the model hyper-parameters. For a specific275
SNR, testing was continued for a reasonably good batch276
size starting from 50 and reaching 3000 until an optimal277
performance was achieved as recommended by the theory278
w.r.t. each SNR. Thereafter each model performance was279
compared with others. In determining a feasible architecture,280
the optimal number of hidden neurons plays a significant role281
[35]. Notably, another important consideration in the model282
formulation that the authors have considered is over fitting283
[36]. It is noteworthy that under-fitting can occur when an284
ML framework fails to converge in the desired time and the285
model framework lacks an appropriate degree of freedom286
to fully extract the most pertinent data patterns. The grid287
search adopted in the study aimed to overcome this issue288
and to enable model learning. The lowest mean absolute289
error (MAE) or root mean square error (RMSE) (training),290
as obtained by a sequence of hidden neurons in gradual291
steps was adopted to determine the optimal architecture.292
As activation functions (AFs) play a significant role in the293
robustness of the model being constructed [37] we have used294

AFs based on the ReLU, sigmoidal, SoftMax, and hyperbolic295
tangent equations, which resulted in the best performance for296
an LSTM using the ‘ReLU’ AF.297

It is imperative to mention that performing a grid search298
of hyper-parameters can be time-consuming [38] with each299
model taking ∼ 10 to 15 hours. However, after deducing300
the optimal parameters, the computation training and testing301
time for our model was reduced to less than 20 minutes.302
The following model parameters were modified as part of the303
optimisation task:304

• Absolute Deviation and Least Square Error ( L1, L2-305
regularisation): Here, we penalised parameters to min-306
imise the sum of the square of differences between the307
observed.308

• Early Stopping (ES): Here, we used this method to avoid309
overfitting through Kera’s DL library where the patience310
setting was ‘45’ and the mode setting was ‘minimum’.311

• Activation Function (AF): Several activation functions312
(sigmoidal, SoftMax, leaky_ReLU, tanh, and ReLU313
(Rectified Linear Unit) have been tested with the ReLU314
AF as the optimal choice.315

• Dropout: Here, we used a regularisation feature together316
with ES which helped our LSTM to reduce its overfitting317
behaviour. Our study used a dropout value of 0.1.318

FIGURE 4. (a) Test performance of all comparative models via. mean absolute
error (MAE) through Golay Code. (b) 3D- Bar graph of mean square error
(MSE) in terms of Hamming Code. Evidently LSTM performance is better.

C. PERFORMANCE BENCHMARKS319
All the developed models in comparison were assessed using320
statistical performance metrics based on the block error rate321
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TABLE 2. OPTIMAL ARCHITECTURE (IN RED FOR BLER.

Model Hyper-parameters Optimal set grid search

LSTM

Epochs
Activation function

Batch size
Optimiser, Drop rate

LSTM filter
Dropout

SNR
Platform

[50, 500, 700, 1000, 3000 ]
[SoftMax, Tanh, ReLU,

Leaky ReLU, sig ]
[100, 500, 700, 1000, 2000 ]

[Adam ], [0.1, 0.2 ]
[50, 60, 100, 200, 500 ]

Yes
[0,2,3,4,4.5,5,6 ]

Python (version 3.8.5)

C-LSTM

Epochs
Activation function

Batch size
Pooling, Padding

Layer 1
Layer 2
Layer 3

Activation function

Dropout
SNR

Platform

[50, 500, 700, 1000, 3000 ]
[SoftMax, tanh, ReLU,

Leaky_ReLU, sig ]
[400, 500, 800, 750, 1000, 2000 ]

[2 ], [same ]
[250, 200, 150, 100, 80 ]
[20, 40, 50, 60, 70, 80 ]

[30, 10, 15, 20, 5 ]
[SoftMax, tanh, ReLU,

Leaky_ReLU, sig ]
Yes

[0,2,3,4,4.5,5,6 ]
Python (version 3.8.5)

CNN

Epochs
Activation function

Batch Size
Optmiser, Drop rate

CNN filter
Pooling, Padding
Number of Dense

layers used
Dropout

SNR
Platform

[50, 500, 700, 1000, 2000 ]
[SoftMax, tanh, ReLU,

Leaky_ReLU, sig ]
[100, 500, 700, 1000, 2000 ]

[Adam ], [0.1, 0.2 ]
[50, 60, 100, 200, 500 ]

[same ]
[3 for Input and 1 for Output ]

Yes
[0,2,3,4,4.5,5,6 ]

Python (version 3.8.5)

OS-ELM

Epochs
Activation function

Hidden Neurons
Regularisation factor

SNR
Platform

[500, 1000, 5000, 10000, 50000 ]
[tansig, SoftMax, tanh, ReLU, sig ]

[50, 100, 200, 500, 1000 ]
[50, 100, 500 ]

[0,2,3,4,4.5,5,6 ]
MATLAB R2020b

ELM

Epochs
Activation function

Hidden Neurons
Regularisation factor

SNR
Platform

[500, 1000, 5000, 10000, 50000 ]
[tansig, SoftMax, tanh, ReLU, sig ]

[50, 100, 200, 500, 1000 ]
[50, 100, 500 ]

[0,2,3,4,4.5,5,6 ]
MATLAB R2020b

Backpropagation Algorithm - Standard Architecture
Beta β1, β2 0.990

Alpha, α 0.001
Epsilon, ϵ 0.0000001

β1, β2 = 1st, 2nd Decay rates (exponential moment estimates)
α = Rate of learning, ϵ = Small value to avoid division by zero.

(BLER), mean square error (MSE), root-mean-square-error322
(RMSE), and mean absolute error (MAE), as follows:323

1) Block error rate (BLER) =324

Number of Block Errors/Number of Test messages
(2)

2) Mean square error (MSE) =325

1

N

N∑
i=1

(
msgSIM

i −msgOBS
i

)2
(3)

3) Mean absolute error (MAE) =326

1

N

N∑
i=1

∣∣∣∣ (msgSIM
i −msgOBS

i

)∣∣∣∣ (4)

4) Root mean square error (RMSE) =327 √√√√ 1

N

N∑
i=1

(
msgSIM

i −msgOBS
i

)2
(5)

where,328
msgSIM

i = simulated message block for the ith message,329
msgOBS

i = observed message block for the ith message,330
N = Total number of message blocks.331

332

IV. RESULTS AND DISCUSSIONS333
This section analyses the obtained results and evaluates the334
performance of the model, demonstrating the efficiency of335
the model that performs best after comparing all developed336
architectures (i.e. LSTM) All the competing approaches, that337
were developed e.g., CNN, C-LSTM, OS-ELM, and ELM338
have their results compared and benchmarked. Equations 2-339
5 suggest further appraisal of the model through various340
statistical and evaluation metrics.341

Tables3 and 4 show the segregation of data in all models342
when their performance is assessed through a Hamming343
and Golay code at different Signal to Noise ratios (SNR) to344
calculate the Block Error Rate (BLER). The most accurate345
performance is shown in red with the authors testing the346
model performance from SNR 0, 2, 3, 4, 4.5, 5, and 6 dB,347
to assess the Hamming code. For the case of the Golay code,348
the model performance is tested from SNR 0, 2, 3, 4, 4.5, and349
5 dB with the entire data divided into training, validation,350
and testing subsets. Table3 compares the results of all the351
SNRs. It is observable that out of all models developed, this352
research work attains the lowest training time (in seconds) for353
the LSTM architecture w.r.t all six SNRs ≈ 0.0101s (seconds),354
≈ 0.0119s, ≈ 0.0468s, ≈ 0.0997s, ≈ 0.1025s, ≈ 0.0359s,355
and ≈ 0.0420s for Hamming assessment. This is also the case356
for validation and testing times. For example, the testing time357
for LSTM was ≈ 0.0029s, ≈ 0.0049s, ≈ 0.0089s, ≈ 0.0158s,358
≈ 0.0278s, ≈ 0.0238s, and ≈ 0.0436s.359

In terms of overall computation time, LSTM was most360
efficient followed by OS-ELM, ELM, CNN, and C-LSTM361
for higher SNR’s i.e., 4 − 6 dB. For lower SNRs i.e., 0, 2,362
and 3 dB, LSTM’s computation time performance was most363
efficient followed by other DL models CNN, C-LSTM, OS-364
ELM, and ELM. However, in Table5 (algorithm assessment365
via Golay code), we note a subtle variation for lower SNR’s366
i.e., 0- 3 dB. The minimum training and testing time has been367
achieved by OS-ELM (≈ 0.2409s - ≈ 0.3162s, and testing368
time ≈ 0.1302s, ≈ 0.1632s), except the validation time,369
which is the lowest overall for LSTM (≈ 0.1298s, ≈ 0.1037s,370
≈ 0.1007s, ≈ 0.7051s, ≈ 0.1190s, and ≈ 0.1920s).371

All DL models performed better in terms of computation372
times for higher SNRs, with LSTM followed by OS-ELM,373
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TABLE 3. OPTIMAL ARCHITECTURE (IN RED) FOR BLER.

SNR (per
information

bit) (dB)

Optimum
BLER

(Theoretical)

Designed
Predictive

Models

Total
Messages Number of messages Time to generate messages

(seconds)

Training Validation Testing Training Validation Testing
0 0.1757 LSTM 6,000 3,600 400 2,000 0.0101 0.0039 0.0029

C-LSTM 6,000 3,600 400 2,000 0.0324 0.0048 0.0065
CNN 6,000 3,600 400 2,000 0.0207 0.0049 0.0043

OS-ELM 6,000 3,600 400 2,000 0.1007 0.0135 0.0161
ELM 6,000 3,600 400 2,000 0.1251 0.0257 0.0263

2 0.0722 LSTM 12,000 7,200 800 4,000 0.0119 0.0049 0.0049
C-LSTM 12,000 7,200 800 4,000 0.0513 0.0059 0.0079

CNN 12,000 7,200 800 4,000 0.0309 0.0059 0.0059
OS-ELM 12,000 7,200 800 4,000 0.1217 0.0263 0.0216

ELM 12,000 7,200 800 4,000 0.1635 0.0365 0.0326
3 0.0346 LSTM 26,000 15,600 2,400 8,000 0.0468 0.0059 0.0089

C-LSTM 26,000 15,600 2,400 8,000 0.0498 0.0069 0.0199
CNN 26,000 15,600 2,400 8,000 0.0279 0.0069 0.0029

OS-ELM 26,000 15,600 2,400 8,000 0.0910 0.0237 0.0302
ELM 26,000 15,600 2,400 8,000 0.0975 0.0419 0.0534

4 0.0122 LSTM 96,000 57,600 6,400 32,000 0.0997 0.0169 0.0158
C-LSTM 96,000 57,600 6,400 32,000 0.1467 0.0179 0.0297

CNN 96,000 57,600 6,400 32,000 0.1585 0.0249 0.0498
OS-ELM 96,000 57,600 6,400 32,000 0.0935 0.0308 0.0415

ELM 96,000 57,600 6,400 32,000 0.2900 0.0673 0.0488
4.5 0.00647 LSTM 132,000 79,200 8,800 44,000 0.1025 0.0249 0.0278

C-LSTM 132,000 79,200 8,800 44,000 0.4125 0.0877 0.1443
CNN 132,000 79,200 8,800 44,000 0.4555 0.0608 0.1428

OS-ELM 132,000 79,200 8,800 44,000 0.1335 0.0269 0.0316
ELM 132,000 79,200 8,800 44,000 0.1729 0.0586 0.0768

5 0.00349 LSTM 144,000 86,400 9,600 48,000 0.0359 0.0151 0.0238
C-LSTM 144,000 86,400 9,600 48,000 0.1518 0.0896 0.0544

CNN 144,000 86,400 9,600 48,000 0.2328 0.0301 0.0720
OS-ELM 144,000 86,400 9,600 48,000 0.0382 0.0249 0.0373

ELM 144,000 86,400 9,600 48,000 0.1129 0.0387 0.0792
6 0.000813 LSTM 300,000 180,000 20,000 100,000 0.0420 0.0298 0.0436

C-LSTM 300,000 180,000 20,000 100,000 0.5479 0.1136 0.2322
CNN 300,000 180,000 20,000 100,000 0.3317 0.0453 0.1117

OS-ELM 300,000 180,000 20,000 100,000 0.0733 0.0685 0.1424
ELM 300,000 180,000 20,000 100,000 0.2408 0.0805 0.0960

ELM, CNN, C-LSTM. Hybrid C-LSTM gave better perfor-374
mance than OS-ELM, ELM, CNN at SNR 5 dB (≈ 3.0131375
seconds). For our work to further show the efficacy of our376
proposed architecture, LSTM; Table5,6, and Figure5) are very377
important. Table6 illustrates results assessed through Golay378
code, and Figure5) show BLER vs. SNR comparison through379
visual plots. We notice the lowest errors and block error380
rate (BLER) for all SNRs (≈ 0.0760, ≈ 0.3975, ≈ 0.0129,381
≈ 0.0037, and ≈ 0.0003 for SNR 04-6 dB) in the part (a) of382
Figure5). Similarly, part (b) shows the superiority of BLER383
vs. SNR with Golay code assessment. As DL is very powerful,384
it is not a surprise to see all DL models performing well,385
especially for lower SNRs i.e., 0-3 dB, however, with LSTM386
outperforming all comparative approaches for all SNR’s and387
reaching closest to the theoretical optimum (≈ 0.0656,388
≈ 0.0181, ≈ 0.0065, ≈ 0.0008, and ≈ 0.0002 for SNR389
0-5 dB). However, for higher SNRs, LSTM is followed by390
C-LSTM, CNN, OS-ELM, and ELM. CNN showed an im-391
pressive performance at SNR 4dB ≈ 0.0086 but fell short392
when the signal-to-noise ratio increased. It is noteworthy393
that traditional ML was lagging more significantly than DL394
models. The efficacy of the proposed model: LSTM is also395

tested through 3-D Bar graphs in Figure4). Here the visual396
comparison attempts to illustrate the test performance of397
LSTM vs. benchmark models (i.e., C-LSTM, CNN, OS-ELM,398
and ELM) through the mean absolute error (MAE) via Golay399
Code and mean square error (MSE) in terms of assessment400
via Hamming code for Figure4. Both illustrations show the401
superiority of the deep learning models. The performance402
of C-LSTM and CNN for lower SNRs is equally strong,403
however, the hybrid algorithm performed better for MAE for404
higher SNRs (C-LSTM ≈ 0.4177, ≈ 0.3154, ≈ 0.2297, and405
≈ 0.4586 at SNR 4,4.5, and 5 dB, as compared to CNN406
≈ 0.4242, ≈ 0.3159, and ≈ 0.2979). The proposed LSTM407
outperforms all the other algorithms for higher SNRs (MAE408
≈ 0.3970, ≈ 0.3771, ≈ 0.3760, ≈ 0.2972, and ≈ 0.2081 for409
SNR 2,3,4,4.5, and 5 dB with Golay code assessment).410

A subtle variation is observed in model accuracy when we411
compute the RMSE and the MSE. For instance, for SNR 2412
dB, we notice, CNN’s MSE and RMSE were the lowest (MSE413
≈ 0.4291, RMSE ≈ 0.6550, as compared to LSTMs (MSE414
≈ 0.4714, RMSE ≈ 0.6865). Despite this observation, the415
proposed LSTM produced the lowest BLER (≈ 0.0760, and416
MAE ≈ 0.4738), making it the superior model as compared417
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TABLE 4. TESTING PERFORMANCE OF ALL COMPARATIVE MODELS FOR HAMMING CODE. RED = BEST PERFORMANCE.

SNR (per
information

bit) (dB)

Optimum
BLER

(Theoretical)

Designed
Predictive

Models

Batch
Size Epochs Errors Test

messages BLER MSE RMSE MAE

0 0.1757 LSTM 700 1,000 344 2,000 0.1720 0.4804 0.6931 0.4759
C-LSTM 700 1,000 547 2,000 0.2735 0.4955 0.7039 0.4895

CNN 700 1,000 807 2,000 0.4035 0.4991 0.7064 0.4990
OS-ELM NA* 1,000 547 2,000 0.2735 1.9729 1.4046 0.5377

ELM NA 1,000 946 2,000 0.4730 1.9925 1.4115 0.6314
2 0.0722 LSTM 700 1,000 304 4,000 0.0760 0.4714 0.6865 0.4738

C-LSTM 700 1,000 333 4,000 0.0832 0.4815 0.6939 0.4872
CNN 700 1,000 306 4,000 0.0765 0.4291 0.6550 0.4975

OS-ELM NA* 1,000 382 4,000 0.0955 1.9582 1.3993 0.5346
ELM NA 1,000 1099 4,000 0.2747 1.9605 1.4001 0.6291

3 0.0346 LSTM 700 1,000 106 8,000 0.0332 0.4426 0.6652 0.4705
C-LSTM 700 1,000 292 8,000 0.0365 0.4451 0.6671 0.4734

CNN 700 1,000 526 8,000 0.0657 0.4862 0.6972 0.4864
OS-ELM NA* 1,000 362 8,000 0.0452 1.8658 1.3659 0.5335

ELM NA* 1,000 1526 8,000 0.1908 1.8164 1.3477 0.6236
4 0.0122 LSTM 700 1,000 413 32,000 0.0129 0.4003 0.6326 0.4682

C-LSTM 700 1,000 589 32,000 0.0183 0.4242 0.6513 0.4715
CNN 700 1,000 1401 32,000 0.0430 0.4667 0.6831 0.4776

OS-ELM NA* 1,000 720 32,000 0.0225 1.7946 1.3396 0.5340
ELM NA* 1,000 2932 32,000 0.0916 1.8952 1.3766 0.5905

4.5 0.00647 LSTM 700 1,000 368 44,000 0.0083 0.3528 0.5939 0.4602
C-LSTM 700 1,000 440 44,000 0.0100 0.3990 0.6316 0.4685

CNN 700 1,000 1540 44,000 0.0350 0.4226 0.6500 0.4799
OS-ELM NA* 1,000 455 44,000 0.0153 1.6906 1.3002 0.5322

ELM NA* 1,000 2474 44,000 0.0612 1.9191 1.3853 0.5827
5 0.00349 LSTM 700 1,000 179 48,000 0.0037 0.3226 0.5679 0.4587

C-LSTM 700 1,000 327 48,000 0.0068 0.3873 0.6223 0.4609
CNN 700 1,000 1344 48,000 0.0280 0.3916 0.6257 0.4704

OS-ELM NA* 1,000 432 48,000 0.0090 1.5945 1.2627 0.5241
ELM NA* 1,000 2245 48,000 0.0468 2.1281 1.4588 0.5736

6 0.000813 LSTM 700 1,000 70 100,000 0.0007 0.2226 0.4718 0.4495
C-LSTM 700 1,000 207 100,000 0.0020 0.3214 0.5669 0.4586

CNN 700 1,000 1096 100,000 0.0109 0.3319 0.5761 0.4684
OS-ELM NA* 1,000 290 100,000 0.0029 1.0072 1.0035 0.4991

ELM NA* 1,000 1539 100,000 0.0154 1.1504 1.0725 0.5742

to the rest. It also agrees with Table6, using the Golay code418
assessment, that LSTMs performance kept on improving with419
an increase in SNRs. This is followed by the lowest MSE,420
(≈ 0.4965, ≈ 0.4774, ≈ 0.4675, ≈ 0.4267, ≈ 0.4158,421
and ≈ 0.3975 for SNR 0,2,3,4,4.5, and 5 dB), lowest RMSE422
(≈ 0.7045, ≈ 0.6887, ≈ 0.6837, ≈ 0.6532, ≈ 0.6448, and423
≈ 0.6304 for SNR 0,2,3,4,4.5, and 5 dB), and lowest MAE424
as has been discussed earlier. We have included four further425
plots showing the performance evaluation of LSTM. Figure6)426
evaluate SNR 6 dB when assessed by the Hamming code in427
the test phase. Figure7) evaluate SNR 5 dB when assessed by428
the extended Golay code in the test phase.429

Summarising the discussion, we affirm that comparing all430
the algorithms the deep learning architecture, LSTM provided431
a comparatively precise performance w.r.t. all performance432
metrics considered, i.e., lowest MAE, MSE, RMSE, and most433
importantly, BLER at all Signal to noise ratios, when assessed434
by both the Hamming and binary extended Golay codes. As435
evident from the results obtained, we conclude that modeling436
performed through a non- DL approach (e.g., OS-ELM, or437
ELM) is likely to result in inferior performance in comparison438
with the model (e.g., LSTM) or other benchmark models (C-439
LSTM and CNN). Therefore, after a comprehensive compar-440

ison we have provided a compelling evidence, establishing441
the architecture LSTM model as a dependable, and compu-442
tationally efficient framework for decoding error-correction443
codes at various SNRs. The credible and smart framework for444
modelling error rate calculation might also find a prominent445
application in the radio communication settings with further446
complex channel coding schemes. Conclusively, LSTM has447
sufficiently proven an intelligent architecture for developing448
efficient decoders that can operate at different SNRs and449
henceforth, can be considered as a practical tool for radio450
communication systems.451

V. CONCLUSIONS452
Although DL, is an emerging inter-disciplinary paradigm,453
not many papers have so far been published on practically454
implementable architectures for decoding block error codes455
for radio communications.456

The application of DL for decoding error correction codes457
presents a challenging research field that is still in its early458
stage. Although previous studies have shown promising re-459
sults, some extensive challenges are worth exploring further.460
This research aimed to bridge the gap in the application of461
deep learning to the physical layer by designing practically462
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TABLE 5. DATA SEGREGATION AND COMPUTATION TIME ASSESSMENT FOR GOLAY CODE. RED = BEST PERFORMANCE

SNR (per
information

bit) (dB)

Optimum
BLER

(Theoretical)

Designed
Predictive

Models

Total
Messages Number of messages Time to generate messages

(seconds)

Training Validation Testing Training Validation Testing
0 0.312 or LSTM 100,000 60,000 6,670 33,330 0.4327 0.1298 0.1985

3.12e-2 C-LSTM 100,000 60,000 6,670 33,330 4.4567 0.9199 2.0933
CNN 100,000 60,000 6,670 33,330 0.4583 0.8576 0.1980

OS-ELM 100,000 60,000 6,670 33,330 0.2409 0.2868 0.1762
ELM 100,000 60,000 6,670 33,330 0.2679 0.0820 0.1693

2 0.0575 or LSTM 133,300 84,000 9,300 40,000 0.4627 0.1037 0.1845
5.75e-2 C-LSTM 133,300 84,000 9,300 40,000 4.4667 0.9171 2.0683

CNN 133,300 84,000 9,300 40,000 0.4694 0.8577 0.1880
OS-ELM 133,300 84,000 9,300 40,000 0.2508 0.2788 0.1302

ELM 133,300 84,000 9,300 40,000 0.2509 0.0630 0.1439
3 1.45e-2 or LSTM 150,000 90,000 10,000 50,000 0.5024 0.1007 0.2243

0.0145 C-LSTM 150,000 90,000 10,000 50,000 1.0477 0.2009 0.4408
CNN 150,000 90,000 10,000 50,000 3.9492 0.6041 1.4497

OS-ELM 150,000 90,000 10,000 50,000 0.3162 0.5713 0.1632
ELM 150,000 90,000 10,000 50,000 0.3702 0.0744 0.2530

4 220e-3 or LSTM 198,000 118,000 13,200 66,000 3.0106 0.7051 1.0205
0.0022 C-LSTM 198,000 118,000 13,200 66,000 7.7605 1.5699 3.0029

CNN 198,000 118,000 13,200 66,000 3.9335 0.6383 1.4215
OS-ELM 198,000 118,000 13,200 66,000 3.3899 0.9939 1.2945

ELM 198,000 118,000 13,200 66,000 3.3945 0.7947 1.1925
4.5 7.12e-4 or LSTM 2,200,000 1,32,0000 160,000 720,000 3.0276 0.1190 1.0218

0.000712 C-LSTM 2,200,000 1,32,0000 160,000 720,000 5.0543 1.4645 2.2012
CNN 2,200,000 1,32,0000 160,000 720,000 4.8155 1.0287 1.7886

OS-ELM 2,200,000 1,32,0000 160,000 720,000 3.2473 1.7334 2.8142
ELM 2,200,000 1,32,0000 160,000 720,000 3.2537 0.1778 2.8173

5 1.97e-4 or LSTM 2,410,000 1,44,0000 170,000 800,000 4.8743 0.1920 0.8440
0.000197 C-LSTM 2,410,000 1,44,0000 170,000 800,000 7.3898 1.4354 3.0131

CNN 2,410,000 1,44,0000 170,000 800,000 16.9530 3.0382 6.1487
OS-ELM 2,410,000 1,44,0000 170,000 800,000 7.3768 1.8027 3.8440

ELM 2,410,000 1,44,0000 170,000 800,000 7.4852 1.1928 3.8735

implementable decoders and assessing performance using the463
binary extended Golay code, which has not been reported in464
earlier literature. Summarising our comparison notes:465

i) The work has focussed on exploring and comparing466
an ensemble of classification-based and sequential machine467
learning (ML) and deep learning (DL) algorithms: ELM, OS-468
ELM, CNN, LSTM, and C-LSTM, and studied the suitability469
of using these models for developing efficient decoders for470
radio communication that use longer block codes.471

ii) The performance of the developed algorithms were472
analysed through simulation and compared with theoretical473
performances.474

iii) Of all the models designed and and compared, the475
study finds out and highlights a linear classification deep476
model that operates sequentially and gives better results when477
benchmarked (i.e., LSTM).478

iv) The LSTM model attained optimal theoretical perfor-479
mance for the benchmark codes. The LSTM’s simulations480
registered the lowest BLER (≈ 0.175, ≈ 0.076, ≈ 0.0332,481
≈ 0.0129, ≈ 0.0037, and ≈ 0.0003 for SNR 0-6). LSTM482
outperformed all comparative approaches for all SNR’s and483
reached the theoretical optimum (≈ 0.315, ≈ 0.0656, ≈484
0.0065, ≈ 0.0008, and ≈ 0.0002 for SNR 0-5) which was485
the lowest vs. CLSTM, CNN, OS-ELM, and ELM model,486
respectively.487

v) LSTM can be classified as a better comparative model488

of the ensemble on the basis of the lowest MAE, lowest489
RMSE when assessed using the Hamming and Golay codes.490
Elucidated by various illustrations and tabular calculations,491
ELM and OS-ELM models seem to lag considerably in492
their capability to generate good performance metrics when493
compared with all the deep learning models (competing for494
LSTM, CNN, and hybrid C-LSTM). However, we noticed that495
the OS-ELM could be a faster algorithm than CNN, C-LSTM,496
and ELM, but not LSTM.497

There is enough affirmation, to set up the architecture (i.e.,498
LSTM) as the concrete and hands-on framework for decoding499
long error correction codes when the decoding problem is500
formulated as a K-bit binary-classification problem.501

A. LIMITATIONS AND FUTURE RESEARCH502

LSTM architecture has demonstrated encouraging results503
comparatively. Nevertheless, there remain some limitations504
that motivate future research in this field.505

- The ML algorithms proposed in this paper were opti-506
mized and analysed over a AWGN channel. The application507
of reinforcement learning (RL) can be explored for decoding508
over more complex channel scenarios. This may accelerate509
the power of algorithms through faster convergence rates,510
and better error rates, making communication systems more511
resilient.512

- Experiments can be conducted in the environment of513
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FIGURE 5. (a), (b). BLER versus SNR for all comparative models. (a) Hamming code (b) Golay code- based communication schemes. Evidently, the LSTM model
(in red) is closest to the theoretical optimum ().

FIGURE 6. (a), (b).Performance evaluation of LSTM at SNR 6 for the
Hamming code in the test phase.

deep Q-learning in further studies, exploiting the fact that,514
during learning, agents can back-propagate error derivatives515
through (noisy) communication channels. Hence, this ap-516
proach will use centralised learning, but decentralised exe-517
cution.518

- It will be also interesting to extend these results to much519
larger families of algebraic block codes, as carried out by the520
authors in [39]–[41] for diverse families of codes (such as521
low density parity codes (LDPC) and so on. (LDPC) codes522
are important as they lead to lower Bit Error Rate ((BER)523
values and reduced decoding complexity with the length of524
the block.525

- The simulations and the performance of the proposed526
LSTM model on image multi-class classification tasks with527
high number of classes can also be considered in the future528
researches.529

In closing, the authors provide detailed analysis to show530
that the DL architecture proposed in the paper is a useful and531
insightful way to fundamentally rethink traditional communi-532
cation systems’ design for classification and time-sequential533
problems. LSTM which is one of the comparative model534
and dominating the results can hold further performance535
improvements in reducing the error rates. The intelligent536
framework for modelling decoders can be used as a practical537
tool for developing intelligent radio communication systems538
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TABLE 6.
TESTING PERFORMANCE OF ALL COMPARATIVE MODELS FOR GOLAY CODE. RED = BEST PERFORMANCE

SNR (per
information

bit) (dB)

Optimum
BLER

(Theoretical)

Designed
Predictive

Models

Batch
Size Epochs Errors Test

messages BLER MSE RMSE MAE

0 0.3120 LSTM 700 1,000 10502 33,330 0.3150 0.4964 0.7045 0.3998
C-LSTM 700 1,000 10669 33,330 0.3200 0.5797 0.7613 0.4020

CNN 700 1,000 12902 33,330 0.3871 0.6143 0.7837 0.4093
OS-ELM NA* 1,000 14502 33,330 0.4351 2.2745 1.5081 0.5001

ELM NA* 1,000 18855 33,330 0.5657 2.6316 1.6222 0.4467
2 0.0575 LSTM 700 1,000 2624 40,000 0.0656 0.4744 0.6887 0.3970

C-LSTM 700 1,000 3068 40,000 0.0767 0.5577 0.7467 0.4001
CNN 700 1,000 3864 40,000 0.0966 0.5961 0.7720 0.4089

OS-ELM NA* 1,000 11200 40,000 0.2800 2.0475 1.4309 0.4976
ELM NA* 1,000 11280 40,000 0.2820 2.3116 1.5203 0.4362

3 0.0145 LSTM 700 1,000 905 50,000 0.0181 0.4675 0.6837 0.3771
C-LSTM 700 1,000 1765 50,000 0.0353 0.4779 0.6913 0.3977

CNN 700 1,000 2395 50,000 0.0479 0.5780 0.7602 0.4021
OS-ELM NA* 1,000 9275 50,000 0.1855 1.9871 1.4096 0.5324

ELM NA* 1,000 8865 50,000 0.1773 2.1913 1.4803 0.5320
4 0.0022 LSTM 2,000 1,000 198 66,000 0.0030 0.4267 0.6532 0.3760

C-LSTM 2,000 1,000 1518 66,000 0.0230 0.4574 0.6763 0.4177
CNN 2,000 1,000 561 66,000 0.0085 0.4871 0.6979 0.4242

OS-ELM NA* 1,000 3927 66,000 0.0595 1.8678 1.3666 0.5027
ELM NA* 1,000 6567 66,000 0.0995 1.9976 1.4133 0.4999

4.5 0.000712 LSTM 2,000 1,000 576 720,000 0.0008 0.4158 0.6448 0.2972
C-LSTM 2,000 1,000 1656 720,000 0.0023 0.4531 0.6731 0.3154

CNN 2,000 1,000 1872 720,000 0.0026 0.4650 0.6819 0.3159
OS-ELM NA* 1,000 18936 720,000 0.0263 1.2959 1.1383 0.5241

ELM NA* 1,000 50184 720,000 0.0697 1.5952 1.2630 0.5320
5 0.000197 LSTM 700 2,000 160 800,000 0.0002 0.3975 0.6304 0.2081

C-LSTM 700 2,000 800 800,000 0.0010 0.4479 0.6692 0.2297
CNN 700 2,000 880 800,000 0.0011 0.4567 0.6757 0.2979

OS-ELM NA* 2,000 4320 800,000 0.0054 1.1683 1.0808 0.5190
ELM NA* 2,000 24720 800,000 0.0309 1.2641 1.1243 0.5270

FIGURE 7. (a), (b). Performance evaluation of LSTM at SNR 5 for the binary
extended Golay code in the test phase.

VI. APPENDIX. THEORETICAL DETAILS539

(Deep learning methodologies)540

A. CONVOLUTIONAL NEURAL NETWORK (CNN)541
CNN’s are an accomplished category of Feed Forward542
Neural Networks which are superior in finding hidden543
features and used in studies such as [24], [25]. The general544
architecture has a layer that finds out the data patterns. This545
is called Convolutional layer. Next layer, that is the pooling546
layer brings down the dimension of the target variable, while547
the last layer creates the probability of initial input data548
in every category. This is called a Fully connected layer.549
Mathematically, if Af = function of activation, W = Kernel550
Weight with feature map ’m’, and * = operator that serves551
the convolutional process. Each convolutional layer (L) is552
represented as:553

554
Ľ = Af((Wm ∗ xi) + bk) (6)

The structure of a CNN model creates data pattern filters.555
Adam and ReLU are popularly used as an optimisation556
algorithm, and mathematically expressed as:557

558
ˇf(x) = max(0, x) (7)

559

B. LONG SHORT-TERM MEMORY NETWORK (LSTM)560
In its general sense, an LSTM method is well-known for its561
capability to resolve the vanishing gradient issues with the562
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FIGURE 8. Schematic of deep learning LSTM architecture.

help of an input, forget, and output gate [42]. The LSTM563
network branched from recurrent neural networks (RNN)564
[43] emerged as an effective and scalable model for learning565
problems related to sequential data sets [44]. There are many566
works accomplished for decoding linear code blocks using567
(RNN) such as [40], [45], [46] The authors in these papers568
presented novel (RNN) based soft decision decoder for block569
codes, and further demonstrated that the (RNN) decoders can570
be used to improve the performance or alternatively reduce571
the computational complexity of the algorithms. Contrary to572
traditional recurrent neural networks, the architecture of an573
LSTM entails a layered connection enabling the system to574
learn short and long-range temporal dependencies between575
inputs and target data.576

This architecture is not subjected to optimisation hurdles577
that occur in simple recurrent networks (SRNs) as the LSTM578
method can continuously update the next simulated value.579
This feature has led to its popularity as a sequential algorithm580
without the vanishing gradient issue [44], making it a potent581
choice for communication problems in updating information582
flow in and out of a communication system. Mathematically,583
an LSTM model (shown in Figure 8) can be represented as584
follows :585

1) Assuming ht−1 = Last hidden state, xt = new input,586
ft = forget gate, Wf = Weight matrices, bf = bias587
vector, it = Input, σ(. . . ), tanh(. . . ) = activation588
functions (hyperbolic tangent, logistic sigmoid). The589
state of the cell is shown as follows590

ft = σ (Wf . (ht−1, xt) + bf ) (8)

Information stored in the cell state Čt is jointly influ-591
enced by the forget gate ft and the input gate it:592

Čt = tanh(Wc. (ht−1, xt) + bc) (9)

it = σ (Wi. (ht−1, xt) + bi) (10)

2) Ct is the new cell state, which is updated by integrating593
the earlier state of the cell Ct−1 and the new candidate594
state of cell or Čt. Here, the earlier state is affected by595
ft or forget gate. The latter gate is scaled by it or the596
input gate.:597

Ct =
(
ft ∗ Ct−1 + it ∗ Čt

)
(11)

Ot = σ (WO. (ht−1, xt) + bO) (12)

ht = Ot. tanh(Ct) (13)

3) For the output process, an output gate or a new gate598
denoted by Ot is built. This decides the state of the599
cell to be outputted. Cell state Ct activated by tanh600
function is filtered as a product with Ot. The desired601
output ht, obtained after the multiplication result is602
shown in Figure 8)603

Of all models (LSTM) seems to have been used widely in604
radio communication studies. The notable mentions are [26],605
[27], [34], [42], [44]606

C. CONVOLUTIONAL LONG SHORT-TERM MEMORY607
NETWORK (C-LSTM)608
The framework involves the integration of 1-D CNN (One-609
dimensional convolutional neural network) and long short-610
term memory network (LSTM). The (CNN) model extracts611
the spatial features, whereas (LSTM) which is a kind of re-612
current neural network learns order dependence in sequence613
prediction problems. Both the models have been discussed614
in detail above. The studies that have used C-LSTM in their615
work on radio communication are [47], [48] (Machine learn-616
ing methodologies)617

D. EXTREME LEARNING MACHINE (ELM)618
Extreme learning machine (ELM) is a training algorithm for619
single hidden layer feed-forward neural network. It can be620
used for feature learning, compression, classification, and re-621
gression, clustering preferably with a single layer or multiple622
layers of hidden nodes. Very few studies such as [49] used623
(ELM) in radio communications, however it is generally used624
in time series forecasting in other application areas.625

E. ONLINE SEQUENTIAL EXTREME LEARNING626
MACHINE (OS-ELM)627
A new and better version of (ELM) that learns the data in a628
sequential manner and allows online learning process either629
in a block manner or one by one. When the learning process630
gets completed, the training data gets discarded. The window631
also has either a fixed or a variable window. It is a fast632
algorithm and suitable for forecasting as it discards the data633
if it has already been trained. There are two fundamental634
learning steps in this algorithm: Firstly, initialization step635
where the weights and biases are randomly assigned to636
training data. This computes the output matrix. Secondly637
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Sequential learning step where updating of weights makes638
this algorithm accurate and fast. This makes them versatile639
and more suitable for short term forecasting. There are very640
few studies that have used OS-ELM in their research for radio641
communication [22]642
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