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Abstract: Although extensive studies have been conducted on inter-area oscillation detection and analysis by using phasor measurement data,

few have focused on inter-area oscillation statistics due to the lack of considerably long-term and high-resolution recorded data. A preliminary

statistical analysis on the inter-area oscillations that occurred in the U.S. Eastern interconnection from 2010 to 2015 is presented. These

oscillation events were captured and recorded by the wide-area frequency monitoring network FNET/GridEye. Oscillation occurrence,

dominant frequency, damping ratio and oscillation excitation types are investigated to explore the statistical characteristics of the detected

inter-area oscillations. The results from this paper will provide valuable information for system operators and planners regarding network

operation and future grid development.

1 Introduction

Inter-area oscillation is a critical issue that limits the power transfer

capability of transmission lines and threatens the stability of power

systems. Therefore, it is of significance to understand and damp

inter-area oscillations for the stable operation of power grids.

Over the past several decades, wide-area monitoring system

(WAMS) has been developed to detect disturbances of large inter-

connected grids and monitor the power system dynamics by using

global positioning system (GPS)-synchronised phasor measurement

units (PMUs) [1]. Extensive studies have been conducted based on

the measured phasor data regarding: (i) inter-area oscillation detec-

tion, (ii) oscillation mode identification [2, 3], and (iii) oscillation

damping control [3, 4] to achieve proper damping controls and im-

proving power system small-signal stability.

Inter-area oscillation detection is usually achieved by screening

the real-time stream of PU data and detecting the presence of

oscillation within a small data window by using a variety of techni-

ques, pre-selected threshold values, and decision rules [5]. Typical

oscillation detection algorithms in the literature include wavelet

transform (WT)-based methods [6], Hilbert transform methods

[7], spectral Kurtosis analysis [8], Kalman filter-based approaches

[9], and other artificial intelligence methods [10]. However, to

achieve online detection of inter-area oscillations within the

shortest time frame, some straightforward oscillation identification

applications with low calculation burdens have been employed in

the field [11].

The oscillation signal usually contains several modes with differ-

ent frequency and damping ratios. It is vital to extract dominant

modes from the detected oscillations for online damping controls

and small-signal stability improvement [12–14]. Traditionally, os-

cillation modes are obtained by a linearised model, which is

derived from the detailed system model at a specific operating

point. However, such system model may not be accurate due to

the changes in the network topology and operating conditions. To

overcome the above limitations, measurement-based mode identifi-

cation approaches are proposed and widely used by utilities for os-

cillation mode estimation. Typical mode identification approaches

based on the PUs include Prony method [15], matrix pencil (MP)

method [16], empirical mode decomposition [17], autoregressive

moving average block-processing method [18], and state-space sub-

space system identification (N4SID) algorithm [19, 20]. The funda-

mental of the above mode identification methods is based on

transfer function, which directly estimates the mode of oscillations

by treating the measurements (e.g. frequency and voltage angle) as

the outputs of the system [17].

Recent works regarding to the oscillation identification involves

cross-correlation-based method, which can remove the difficulties

of order determination and parameters initialisation in the original

Prony method [21]. In [22], data and information fusion techniques

are integrated with Prony method to improve the computational ef-

ficiency for mode identification, and in [23] multiple Prony models

are investigated to explore the true modes that are consistently

present in the ring-down oscillations. A stepwise regression

method is applied to automatically identify the dominant modes

from Prony analysis [24]. To improve estimation accuracy on

damping ratio, a parametric discrete Fourier transform-based (FT)

method is proposed by analysing two sets of ring-down frequency

data with oscillation against each other [25]. A Bayesian approach

is also developed to identify the modal parameters based on their

uncertainties using ambient PMU measurements [26]. Other

improved methods for oscillation identification are also developed

including adaptive local iterative filtering decomposition [27],

digital Taylor–FT [28], extended Kalman filter [29], and adaptive

stochastic subspace identification [30].

Although extensive studies have been conducted on inter-area

oscillations detection and analysis by using PU data, there are

almost no studies to explore the statistical characteristics of oscilla-

tions due to the lack of recorded high-resolution PUs over multiple

years. As a pilot WAMS system, frequency monitoring network

FNET/GridEye has been monitoring the U.S. power grids for

more than a decade and many terabytes’ (TB’) PU data have

been archived. To take advantage of those valuable data, a prelim-

inary statistical analysis on the historical inter-area oscillations in

the U.S. Eastern interconnection (EI) is provided in this paper to

discover the features of the EI system inter-area oscillations.

More than 20,000 inter-area oscillations captured by FNET/

GridEye are analysed and oscillation occurrence, dominant fre-

quency, damping ratio and how the oscillations were excited are

investigated to explore the statistical characteristics of the detected

inter-area oscillations. It is expected that the information in this

paper will provide valuable statistics to system operators and plan-

ners for evaluating power system stability, determining damping

controls strategies and developing future network plans.

This paper is organised as follows: Section 2 introduces the inter-

area oscillation detection and mode identification techniques

employed by FNET/GridEye; Sections 3–5 present the statistical

analysis of inter-area oscillation occurrences, dominant mode
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frequency, damping ratio and oscillation excitation types, respect-

ively; and Section 6 concludes this paper.

2 Methodology of inter-area oscillation detection and mode

identification by FNET/GridEye

2.1 Overview of FNET/GridEye

FNET/GridEye is a pilot wide-area frequency monitoring system

with high accuracy (±0.005° phase angle accuracy), which is imple-

mented at the distribution level of power grids [11, 31]. To collect

GPS-synchronised PU, a large number of easily installed low-cost

frequency disturbance recorders (FDRs) are connected to the single-

phase 120 V electrical outlets at different locations.

Fig. 1 shows the architecture of FNET/GridEye system [11] and

the latest deployment of FDR in North America is shown in Fig. 2.

For now, there are 233 FDR units installed in EI by which fre-

quency, voltage magnitude, and voltage phase angle are continu-

ously measured to provide real-time awareness of power system

situations. Accompanied by FDR units’ deployment, a series of

advanced situation awareness tools have been successfully devel-

oped and implemented to process high volume of real-time PU

data. Since 2003, the FNET/GridEye monitors system situations

of more than tens of electric utilities in North America and a big

amount of PUs regarding system’s behaviours and operations

were archived by the FNET/GridEye servers hosted at the

University of Tennessee at Knoxville (UTK) and Oak Ridge

National Laboratory. This paper mainly focuses on the statistical

analysis of 20,040 inter-area oscillations of EI network, which

were detected from five TBs’ PU data archived in FNET/Grid

system from 2010 to 2015.

2.2 Methodology of inter-area oscillation detection

FNET/GridEye uses the derivative of phase angles measured by

each FDR unit to detect inter-area oscillations. It has the capability

to achieve an online detection of inter-area oscillations. In data pre-

processing step, the absolute phase angle measured by a number of

FDRs installed at different areas of the system is unwrapped and the

relative phase angles of each FDR unit are calculated by subtracting

the angle measured by the pre-defined reference FDR unit from

phase angles measured by other FDRs. Then, such relative angles

are fed into oscillation detection module to determine whether an

oscillation occurs in the system.

Fig. 3 illustrates the two-step approach of online oscillation

detection by FNET/GridEye. To detect a disturbance, the first

step is to calculate relative angle rise or drop within the latest 3 s

(shown as time window 1 in Fig. 3). Once the magnitude of

angle rise or drop exceeds pre-defined threshold 1, the oscillation

detection module will try to calculate the angle difference

between the maximum angle value within the next 5 s and the

minimum angle value between the time of the maximum angle

and the end of the 5 s (shown as time window 2 in Fig. 3). If the

difference in magnitude of the maximum and minimum angle is

beyond threshold 2, this time window is considered as containing

a potential oscillation event. The threshold values (thresholds 1

and 2) for oscillation detection are justified empirically by analysing

historically archived event cases in FNET system. To avoid

false alarms caused by measurement noises, a voting strategy is

employed by FNET/GridEye that at least two FDR units detect

the disturbance in the same time window; the oscillation can be

finally confirmed.

Once an oscillation is detected, the system automatically sends

alerts to operators with a comprehensive report (as shown in

Fig. 4) containing oscillation occurrence time, frequency, and rela-

tive angle of involved FDR units, largest oscillation amplitude, os-

cillation frequency, damping ratio etc.

2.3 Methodology of inter-area oscillation mode identification

FNET/GridEye online oscillation detection application detects low-

frequency oscillations, and analyses the oscillation mode using

multi-channel MP (MMP) method [16]. There are some advantages

of MMP over Prony analysis and wavelet-based methods for mode

identification: (i) MMP can extract the signal poles directly from the

eigenvalues of a single-developed matrix, whereas for other

methods such as Prony analysis usually requires two steps (i.e. dis-

crete linear prediction model construction and roots calculation of

the characteristic polynomial) to identify the oscillation mode.

Fig. 1 Structure of FNET/GridEye system hosted by the UTK, TN, USA

Fig. 2 Deployment of FDR in North America Fig. 3 Illustration of two-step approach for oscillation event detection
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Fig. 4 Oscillation analysis report from FNET/GridEye
a Mode identification results in oscillation analysis report from FNET/GridEye
b Event data plots in oscillation analysis report
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Wavelet-based method may also require a proper selection on the

mother wavelet signals for mode analysis; (ii) MMP uses the gen-

eralised eigenvalue solution to find signal poles, which remove

the limitation on the number of poles. However, the Prony

method may have some difficulties in calculating the roots of a

polynomial when the pole number is >50 [32]; and (iii) MMP

has a high robustness in oscillation mode identification, especially

when noise or interferences are involved in frequency measure-

ments and it also shows a high computation efficiency and thus

can be implemented as an online application to provide oscillation

modes information in real time.

The MP method fits a sum of damped sinusoids to the oscillation

signal as shown in (1)

y t( ) =
∑

N

k=1

Rke
lk t =

∑

N

k=1

Rke
−ak + jbk( )t

=
∑

N

k=1

Rke
−ak sin bk t + uk

( )

(1)

where the y t( ) denotes the detected oscillation signal and it equals to

the sum of the product of the residues or complex amplitudes Rk

and the poles elk t , lk denote the eigenvector of the state matrix.

If the oscillation signal is sampled with fixed time step, (1) can be

rewritten as (2)

Y[ ] =

y 0( )

y 1( )

· · ·

y N − 1( )

⎡

⎢

⎢

⎢

⎢

⎣
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· · ·
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⎡
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⎢
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⎥
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⎦
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· · ·
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⎡
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⎢

⎢

⎢

⎣

⎤

⎥

⎥

⎥

⎥

⎦

(2)

where zk = elk×Dt .

The MP method is dedicated to construct a matrix pair Y−1
1 Y 2

as (3) and (4), whose eigenvalues are zk

Y 1 =

y 0( ) y 1( ) · · · y L− 1( )

y 1( ) y 2( ) · · · y L( )

· · · · · · .

.

.

· · ·

y N − L− 1( ) y N − L( ) · · · y N − 2( )

⎡

⎢

⎢

⎢

⎢

⎢

⎣

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(3)

Y 2 =

y 1( ) y 2( ) · · · y L( )

y 2( ) y 3( ) · · · y L+ 1( )

· · · · · · .

.

.

· · ·

y N − L( ) y N − L+ 1( ) · · · y N − 1( )

⎡

⎢

⎢

⎢

⎢

⎢

⎣

⎤
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⎥

⎥

⎦

(4)

MMP uses singular value decomposition on Y[ ] to obtain the eigen-

vectors as (5)

Y[ ]= U[ ] S[ ] V
T

[ ]

(5)

where U[ ] and V[ ] denote unitary matrices consisting of eigenvec-

tors of Y
T

[ ]

Y[ ] and Y[ ] Y
T

[ ]

, S[ ] denote the diagonal matrix con-

taining singular values of Y[ ]. By substituting (3) and (4) into (5),

(6) and (7) can be obtained

Y 1

[ ]

= U[ ] S[ ] V 1

[ ]T
(6)

Y 2

[ ]

= U[ ] S[ ] V 2

[ ]T
(7)

where V 1

[ ]

= v1, v2, . . . , vN−1

[ ]

and V 2

[ ]

= v2, v3, . . . , vN
[ ]

.

The poles of the signal can be calculated by non-zero

eigenvalues of (8)

Y 2

[ ]

− l Y 1

[ ]

= Z1

[ ]

R[ ] Z0

[ ]

− l I[ ]
{ }

Z2

[ ]

(8)

where

Z0

[ ]

= diag z1, z2, . . . , zM
[ ]

(9)

Z1

[ ]

=

1 1 · · · 1

z1 z2 · · · zM

· · · · · · .

.

.

· · ·
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2 · · · zN−L−1
M

⎡

⎢

⎢

⎢

⎢
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⎥
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⎥
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⎦

(10)

Z2

[ ]

=

1 z1 · · · zL−1
1

1 z2 · · · zL−1
2

· · · · · · .

.

.

· · ·

1 zM · · · zL−1
M

⎡

⎢

⎢

⎢

⎢

⎢

⎣

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(11)

Once the roots of zk in (2) are obtained, the amplitude, phase angle,

frequency, and damping ratio of each damped sinusoid in (1) can be

further determined. The MMP analysis results are incorporated in

the FNET/GridEye oscillation report as shown in Fig. 4.

3 Inter-area oscillation occurrence analysis

This paper focuses on the statistical analysis of captured inter-area

oscillations with significant magnitudes in EI. The EI system is the

largest interconnection in North America, which consists of more

than 3000 generators operated by 36 balancing authorities including

Pennsylvania–Jersey–Maryland (PJM), Midcontinent Independent

System Operator (ISO), New York ISO etc. [33]. This section pre-

sents a statistical analysis on the monthly and hourly occurrences of

inter-area oscillations in EI.

3.1 Monthly occurrence

The monthly distribution of the EI oscillation occurrence from 2010

to 2015 is shown in Fig. 5. The average oscillation occurrence

number for each month is also presented as blue circles. It can be

seen that there is a similar trend in monthly oscillation occurrence

distribution over 6 years, except the year 2013 when there was a sig-

nificant increase from January to February. It has to be investigated

further in order to find out the possible causes for this inconsistency.

By comparing the average oscillation occurrence number for dif-

ferent months, it shows that most oscillations were detected in

October while fewest were detected in January. This discovery

seems to contradict with the conception that oscillations are more

Fig. 5 Monthly occurrence of inter-area oscillations in EI
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common in peak seasons when the system is more stressed. One pos-

sible explanation is that both system generation and load during

shoulder seasons are smaller than those of peak seasons, which

make the system a relatively smaller one during shoulder seasons.

Owing to smaller system size and inertia, a disturbance may trigger

more severe oscillations. That may explain why more oscillations

were detected during shoulder reasons than peak seasons. Further

studies must be carried out to further look into this phenomenon.

3.2 Hourly occurrence

Hourly distribution of the EI inter-area oscillations is shown in

Fig. 6. It can be observed that all 6 years from 2010 to 2015

share similar trends regarding the hourly oscillation occurrence dis-

tribution. Generally, the number of detected oscillations started to

increase from 8 am coordinated universal time (UTC) time and

reached its peak around 10 am UTC time. To clearly present the

intra-year changes in the oscillation number, Fig. 6b shows a

contour map of oscillation occurrence which is grouped by 24 h

of a day through the whole year of 2014. From Fig. 6b, it can be

seen that the oscillation occurrence has a clear seasonal difference

and hourly variation. For a single hour, the maximum oscillation

number is 45, which occurred at 10 am UTC time in October,

Fig. 6 Hourly occurrence of inter-area oscillations in EI
a Hourly overall occurrence of inter-area oscillations from 2010 to 2015
b Hourly occurrence of inter-area oscillations in 2014

Fig. 7 Correlation between hourly distribution of EI oscillation and PJM
load in 2012

Table 1 Correlation coefficient between hourly occurrence of inter-area

oscillations in EI and PJM load

Year 2012 2013 2014 2015

correlation coefficient −0.80 −0.81 −0.79 −0.73
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Fig. 8 Dominant frequency distribution of inter-area oscillations in EI
a Scatter plot of dominant frequency and median value in each hour of a day
b Boxplot of dominant frequency distribution
c Q–Q plot of dominant frequency distribution

This is an open access article published by the IET under the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0/)

J Eng, 2017, Vol. 2017, Iss. 11, pp. 595–605

doi: 10.1049/joe.2017.0243

 20513305, 2017, 11, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/joe.2017.0243 by U

niversity O
f Southern Q

ueensland, W
iley O

nline L
ibrary on [07/11/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



whereas during January, minimal oscillations have been detected

for each hour.

To find out any possible correlation between oscillation number

and daily loading profile, hourly oscillation distribution and PJM

load profile are plotted together in Fig. 7. PJM accounts for

roughly one quarter of the EI system’s total load and thus can be

representative of the total EI load. Considering the EI load profile

also has seasonal characteristics, the median value of hourly loads

throughout a whole year was calculated.

Fig. 7 shows the correlation between hourly occurrence of inter-

area oscillations in EI and PJM load in 2012. It can be seen that

more oscillations were detected when the system load were

smaller (less system generation and lower system inertia). A correl-

ation coefficient between hourly occurrence of inter-area oscilla-

tions in EI and PJM daily load is also calculated for each year, as

given in Table 1. All these results strongly indicate that oscillation

occurrence is highly correlated with system load and size. This phe-

nomenon may be also explained by the fact that a disturbance can

potentially cause more severe oscillations in a smaller system.

Fig. 7 shows the correlation between hourly occurrence of inter-

area oscillations in EI and PJM load from 2012 to 2015. From

Fig. 7, it can be seen that more oscillations are detected from 8 am

to 10 am UTC time when the system load is lower. The small differ-

ence between the hours of PJM load valley and the hours of oscilla-

tion occurrence peak is possibly caused by the mismatch of load

profile between EI system and PJM grids. However, it still strongly

indicates the oscillation occurrence is highly correlated with the

system load. The magnitude of correlation coefficient between

hourly occurrence of inter-area oscillations in EI and PJM daily

load is ∼0.8 as shown in Table 1. This phenomenon can be also

explained as that a disturbance can potentially cause more severe fre-

quency deviations under light-loaded conditions. Therefore, more

oscillations are detected during the light-load hours using the same

oscillation detection tool from FNET/GridEye.

4 Inter-area oscillation mode analysis

Oscillation mode frequency and damping ratio are the two crucial

parameters of inter-area oscillations. According to (1), an oscilla-

tion signal can be decomposed into different components (modes)

over the frequency spectrum, where each mode is denoted as a si-

nusoid signal with a specific frequency. Among various oscillation

modes, only the dominate mode that contains the most energy deter-

mines the oscillation signal predominately [34]. Particularly, if the

dominate mode frequency is close to system natural frequency, gen-

erators, and other equipments may be influenced and even

damaged. Therefore, this section focuses on the statistical analysis

on the dominant mode frequency of the inter-area oscillation from

2010 to 2015.

Fig. 8a shows the hourly distribution of dominant mode fre-

quency distribution in EI from 2010 to 2015. Median values of

dominant mode frequency for each hour are presented by dash

lines with different colours. From Fig. 8, it can be observed that

most oscillations’ dominant mode frequency in EI is smaller than

0.4 Hz. Minimal difference can be observed in different hours.

The median frequencies of each hour are similarly around 0.2 Hz,

and the yearly difference in median frequency is minimal. Similar

Fig. 9 Dominant frequency distribution of annual inter-area oscillations in EI
a Dominant frequency distribution of EI in 2012
b Dominant frequency distribution of EI in 2013
c Dominant frequency distribution of EI in 2014
d Dominant frequency distribution of EI in 2015

Table 2 Dominant frequency centroids of oscillations in EI

Year Dominant frequency centre 1,

Hz

Dominant frequency centre 2,

Hz

2010 0.21 0.38

2011 0.22 0.41

2012 0.22 0.41

2013 0.21 0.37

2014 0.21 0.41

2015 0.20 0.41
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Fig. 10 Damping ratio distribution of inter-area oscillations in EI
a Scatter plot of damping ratio and median value in each hour of a day
b Boxplot of damping ratio distribution
c Q–Q plot of damping ratio distribution
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statistical analysis was performed by grouping dominant mode fre-

quency into 12 months. The monthly distribution of dominant mode

frequency produces similar conclusions to the hourly distribution.

In a word, no obvious daily and seasonal characteristics of oscilla-

tion dominant mode frequency have been discovered for the EI

system.

To further explore the distribution of the dominant frequency,

Fig. 8b shows the boxplot of dominant frequency distribution in

each hour through 6 years. Fig. 8c presents a quantile–quantile

plot (Q–Q plot) of the dominant frequency during the 6 years

period. From Fig. 8c, it can be seen that the region of dominant fre-

quency close to 0.2 Hz clearly shows a normal distribution, as in

this part the quantile curve of dominant frequency (marked as

blue ‘×’ in Fig. 8c) closely coincides with the normal distribution

curve (black dash-dot line). In addition, the tendency of the

medium to high dominant frequency (above 0.4 Hz) has significant-

ly deviated from the normal distribution. This is illustrated as a

heavy-tailed distribution in the Q–Q plot, which suggests the prob-

ability for a dominant frequency deviating from the mean value is

much higher than that in a normal distribution.

The dominate mode frequency is further analysed from another

perspective by separating the inter-area oscillations from different

years and performing statistical analysis on the dominant mode

frequency for each year. Fig. 9 compares the dominant mode

frequency distribution of inter-area oscillations in different

years. From Fig. 9, it can be seen that dominant mode frequency

around 0.2 Hz attains the highest occurrence among all modes in

each year. This is consistent with the results from Fig. 8. To

further explore the dominant mode frequencies’ centres, a simple

k-means clustering algorithm was employed and the centroid

mode frequency of each year is summarised in Table 2. From

Table 2, it can be observed that two centres are located at 0.2 and

0.4 Hz, which indicate most of the inter-area oscillations have the

oscillation modes 0.2 and 0.4 Hz within the EI system.

Similar to the hourly analysis on dominant mode frequency dis-

tribution in the previous section, damping ratios of each detected

inter-area oscillation in EI are grouped into 24 h and the hourly dis-

tribution of damping ratio is shown in Figs. 10 and 11. In each hour,

median damping ratio is calculated and presented in Fig. 10.

From Fig. 10a, it can be seen that the majority of damping ratios

is below 30% over 6 years. The median damping ratios in different

years have few variations, except the year 2013 when a relatively

higher median damping ratio is observed. The area of damping

ratio which is close to 10% may follow a normal distribution,

whereas other regions of damping ratio show significant deviations

from the normal distribution.

Fig. 11 presents the centre of the damping ratios in the EI system.

The centres of the damping ratio can be calculated by either statis-

tical histogram or previously mentioned k-means clustering algo-

rithm. As can be seen from Fig. 11, most of the oscillations in EI

have a damping ratio larger than 10%, which indicate this system

has a good capability to suppress inter-area oscillations.

5 Inter-area oscillation excitation types

Inter-area oscillations can be excited by power system disturbances

such as generation trip. By comparing the system frequency before

and after the disturbance, the excitations of oscillations captured by

FNET/GridEye can be simply classified into several categories in-

cluding generation trip, load shedding, line trip, and non-obvious

reasons. Oscillations caused by the first three types of excitations,

i.e. generation trip, load shedding, and line trip, are relatively

easy to be identified since these oscillations have distinct features

in terms of frequency and phase angle [35]. Therefore, this

Fig. 11 Damping ratio distribution of annual inter-area oscillations in EI
a Damping ratio distribution of EI in 2012
b Damping ratio distribution of EI in 2013
c Damping ratio distribution of EI in 2014
d Damping ratio distribution of EI in 2015
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section focuses on the statistical analysis on these three oscillation

excitation types.

Fig. 12 shows the amount of oscillations excited by different

types of disturbances (grouped into 24 h) from 2012 to 2015.

From Fig. 12, it can be seen that the oscillation occurrence

excited by different types of disturbance has similar distributions.

Most of the oscillations are resulted from load reduction, except

the year 2013. In 2013, during low load hours (from 8 am to

11 am UTC time), more inter-area oscillations are caused by line

trip disturbance while for other hours, majority oscillations are

caused by generation trip disturbance. Since some of the oscillation

excitations are not obvious, further studies are required to investi-

gate the causes of the oscillations that are currently hard to be

recognised.

6 Conclusion

This paper conducted a preliminary statistical investigation on the

inter-area oscillations that occurred in the EI system from 2010

and 2015. It focused on the inter-area oscillations with high magni-

tudes that can be easily observed using PUs. It discovered a strong

association between system oscillations and load profiles. During a

day, the system operating in low inertia hours is more vulnerable to

inter-area oscillations than in heavy inertia hours. Similarly, during

summer peak and winter peak, the system seems to be under lower

risk of inter-area oscillations than shoulder seasons. Two centroids

of dominate mode frequency are found to be 0.2 and 0.4 Hz in EI.

In recent years, load reduction takes the majority proportion of con-

firmed oscillation excitations. Future work would focus on analys-

ing more historical oscillations data and the excitations of

non-obvious oscillations.
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