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ABSTRACT Automated screening is employed to assist skin specialists in accurately detecting skin lesions
at an early stage. Multilevel thresholding is a widely popular and efficient technique for enhancing the
classification of skin cancer images. This paper proposes improved PSO with a novel visit table and multiple
directions search strategies to develop the performance of the multilevel thresholding. A visit table strategy
has been developed that prevents unnecessary searches of the original particle swarm optimization (PSO)
algorithm by allowing the discovery of new points by making fewer visits to frequently visited points and
their neighbors. Besides, a multiple directions search strategy has been introduced for the PSO to increase the
diversity of the population and overcome the stuck at the local optimum by enhancing exploration ability.
The qualitative, quantitative, and scalability analyzes of the improved PSO (IPSO) method were carried
out on 50 benchmark functions and the highest performance was achieved with the proposed method in
most of these functions. Secondly, a multilevel image segmentation application is presented on skin cancer
images using two-dimensional (2D) non-local means histograms, improved PSO and Renyi’s entropy. In this
work, the ISIC 2017 skin cancer image dataset is used for segmentation application and various performance
evaluationmetrics are used. The obtained results are comparedwith seven state-of-the-art approaches to show
the efficiency of the proposed approach. It can be noted from the obtained results that, the proposed method
outperforms the compared method based on the average of evaluation metrics for all skin cancer images.
The best results in SSIM value of 0.8285, FSIM value of 0.7332, and PSNR value of 19.0576 are achieved
by using the proposed method in skin cancer image segmentation. Hence, our proposed method is ready to
be tested with huge databases and can aid skin specialists in making an accurate diagnosis.

INDEX TERMS Multilevel thresholding, multiple directions search strategy, PSO, skin cancer, visit table
strategy.

ACRONYMS
Parameters Definitions.
X Positions of the particles.
V Velocities of the particles.
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w Momentum inertia.
C1, C2 Acceleration Factors.
Npop Number of the Particles.
Maxiter Max. Number of the iteration.
iter Current iteration.
d Dimension of the problem.
R1, R2 Random numbers with uniform distributions.
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Pbest Local Optimum.
Gbest Global Optimum.
FPbest Local best fitness value.
FGbest Global best fitness value.
Up Upper bound of the particles.
Low Lower bound of the particles.
IPSO Improved Particle Swarm Optimization.

I. INTRODUCTION
Skin cancer (SC) is a serious and common disease that can
affect anyone, regardless of race, gender, or age. Malig-
nant is one of the skin cancer types and is considered
as most prevalent and deadly type [1]. Early diagnosis of
malignant melanoma can significantly reduce the mortal-
ity rate and reduce the costs of the treatment. This can be
achieved by using the proposed approaches more accurately
and effectively to determine cancer types and by improv-
ing the performance of these approaches. This encourages
researchers to develop new techniques and enhance the per-
formances of the existing ones. Image segmentation is one of
the most critical steps of image processing in early diagnosis
of cancer type, medical applications, surgical applications,
etc.

Metaheuristic algorithms are widely used in many fields
to obtain the most effective solutions for various prob-
lems. Some of these fields are; image processing [2], [3],
control techniques [4], [5], deep learning models [6], [7],
machine learning algorithms [8], optimal filter design [9],
text clustering [10], feature selection [11], etc. Segmentation
is the first and most important step in image process-
ing [12]. Thresholding is one of the simplest techniques
used in image segmentation. It is classified as bi-level
and multilevel thresholding. In image segmentation, meta-
heuristic algorithms are commonly applied for multilevel
thresholding. The computational cost of using traditional
thresholding segmentation approaches rises exponentially
with the number of thresholding levels, which limits their
applicability to a restricted set of thresholding levels. The
authors are motivated to utilize metaheuristics-based multi-
level thresholding segmentation methods as an alternative to
the conventional techniques of this difficulty. In addition, the
multi-level thresholding segmentation problem is a reason-
able application for performance evaluations of metaheuristic
approaches, as increasing the number of thresholds increases
complexity. From this point of view, the multilevel thresh-
olding segmentation problem is one of the most common
problems that many researchers use after the test functions to
determine the effectiveness of their proposed metaheuristic
algorithms.

Many multilevel thresholding approaches based on meta-
heuristics have recently been developed that segment images
of different types into various applications. Some existing
studies developed on multilevel thresholding segmenta-
tion are summarized in Table 1 using different types of
images.

An improved version of the golden jackal optimiza-
tion algorithm has been employed to solve the multilevel
thresholding problem using Otsu’s maximum variance [1].
An adaptive multilevel thresholding method based chaoti-
cally enhanced Rao algorithm has been proposed in [12].
It is shown that the proposed method has better segmenta-
tion results compared to the other multilevel thresholding
methods on most of the 13 evaluation metrics. Kurban et al.
has performed a multi-level color thresholding segmentation
using the six state of art metaheuristic algorithms, which are
equilibrium optimization algorithm, slime mould optimizer,
turbulent flow of water-based optimization algorithm, henry
gas solubility optimization, marine predator’s optimization
algorithm, and political optimization [13]. The results have
been assessed in terms of reference image-based metrics,
and no-reference image quality metrics. A hybridized opti-
mization algorithm has been proposed for the multilevel
thresholding of satellite images [14]. The results have
shown that the proposed method outperformed other tech-
niques. Researchers have realized the multilevel thresholding
segmentation of skin cancer by using metaheuristic algo-
rithms [1], [15], [16]. The segmented image is generally
utilized in the post-processing step for better evaluation.
A modified differential evolution optimization algorithm has
been proposed by Ren et al. [15]. Zhu et al. have improved
an efficient version of the Whale Optimization Algorithm
with a chaotic random mutation strategy and Levy opera-
tor [16]. In addition to skin cancer images, metaheuristic
methods are used in the segmentation of various medical
images. Medical image segmentation has been performed
using 2D and 3D medical images from different modalities,
such as MRI, CT, and X-ray, by Hosny et al. [17]. Jena et al.
has proposed a novel metaheuristic algorithm called attack-
ing Manta Ray foraging optimization [18]. They have also
proposed amaximum 3DTsallis entropy as an objective func-
tion for multilevel thresholding segmentation of MR images.
A modified slime mould algorithm has been proposed for the
multilevel thresholding segmentation [19]. The experimental
studies have shown that the proposed method is quietly suc-
cessful in the segmentation of Lupus Nephritis images.

The existing segmentation studies presented above were
performed on grayscale and color images. This study aims
to advance grayscale image segmentation by enhancing
the PSO method. The study aims to show the effective-
ness of the proposed method with 50 different modalities,
benchmark functions, and multilevel thresholding. Multilevel
thresholding is suitable to demonstrate the effectiveness of
metaheuristic methods due to its complexity, which increases
as the segmentation level increases. Secondly, it is aimed at
improving the performance of skin cancer segmentation. This
study proposes an improved PSO with a multiple directions
search and the visit table strategy optimization method to
perform multilevel thresholding on skin cancer images. The
proposed method, which is an efficient and improved version
of the original PSO, is developed to solve a few drawbacks
of the original PSO method. Firstly, it is aimed to prevent
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TABLE 1. Summary of comparison with State-of-the-Art techniques developed for skin lesion segmentation.

unnecessary searches by adding a visit table strategy to the
algorithm. Secondly, a new movement equation is presented
to avoid stacking into the local optimum. In the experi-
ments, the method was applied to two different datasets.
The first experiments were performed on 50 benchmark
problems that have different properties. In addition to quan-
titative and qualitative analysis of the proposed method,
the scalability analysis was also performed. The experimen-
tal results were compared with seven other metaheuristic
methods: AOA (Arithmetic Optimization Algorithm), GWO
(GreyWolf Optimization),MFO (Moth FlameOptimization),
WOA (Whale Optimization Algorithm), MVO (Multi-Verse
Optimization), TLBO (Teaching Learning Based Optimiza-
tion), and original PSO (Particle Swarm Optimization).
The outcomes showed that for the majority of the bench-
mark functions, the improved PSO method works better
than the original PSO and other state-of-art methods. Sec-
ondly, a multilevel thresholding image segmentation method
based developed optimization algorithm was proposed using
Renyi’s entropy and non-local means 2d histogram. The
experimental results of segmentation demonstrate that the
proposed approach works better than other algorithms in
terms of the SSIM (Structured Similarity Index), FSIM

(Feature Similarity Index), and PSNR (Peak Signal to Noise
Ratio) image quality metrics.

The main contributions of this paper are summarized as
follows:
➢ Improved PSO (IPSO) with visit table and multiple direc-

tions search strategies is introduced to address the issue
of multilevel thresholding segmentation.

➢ The proposed optimization method is developed based on
the visit table strategy to prevent unnecessary searches
and increase diversity. By adding a visiting table and
a new position updating equation to the original PSO,
exploration, and exploitation steps are improved and pre-
vented from getting stuck in the local optimum.

➢ Amultilevel segmentation framework is presented on skin
cancer images using 2d non-local means histogram and
Renyi’s entropy as an objective function.

➢ The performance of the proposed method is assessed with
a different threshold level.

➢ The proposed method is compared with several state of
art methods.

➢ The effectiveness of the proposed optimization method is
validated with qualitative analysis, quantitative analysis,
and scalability analysis.
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FIGURE 1. Flowchart of the image segmentation method.

➢ The efficiency of the segmentation technique is validated
using PSNR, FSIM, and SSIM evaluation indexes.

➢ The suggested method can be applied to image Further-
more, various developed visit table strategies can also be
applied to improve the performance of the metaheuristic
algorithms.

The rest of the paper is organized as follows. In Section II,
the proposed multilevel thresholding image segmentation
method and improved PSO algorithm are explained. Exper-
imental studies and results obtained are presented in
Section III. Finally, the conclusion and future work are given
in Section IV.

II. MATERIALS AND METHODS
This section provides a detailed description of the multilevel
thresholding image segmentation problem and the proposed
image segmentation framework based on improved particle
swarm optimization with a visit table and multiple directions
search strategies.

A. DESCRIPTION OF MULTILEVEL IMAGE SEGMENTATION
PROBLEM
Amultilevel thresholdingmethod is developed to enhance the
segmentation of pathological skin cancer images. The devel-
oped method is based on a non-local means histogram which
utilizes the redundant information in the image and keeps the
most detailed elements of the image. It also uses information
on the gray-scale images and spatial correlation of the pixels.
Since the computational cost of using traditional thresholding
segmentation approaches rises exponentially with the number
of thresholding levels, an efficient multilevel thresholding

method is integrated into the segmentation method. Renyi’s
entropy is used as the objective function, which calculates
the entropy difference between the object and the back-
ground and its absolute value. The optimal thresholding
values are found where the entropy is maximum. Renyi’s
entropy is maximized as T ∗

= argmaxHM . Hereby, the
multilevel thresholding image segmentation method based
on the PSVTS optimization algorithm nonlocal means 2D
histogram and Renyi’s entropy is proposed. The flowchart of
the segmentation method is presented in Figure 1 in detail.
Firstly, the original skin image is read and converted into
the gray-scale image. The 2D histogram is constructed by a
nonlocal means filter. The histogram is given to the proposed
optimization method as input. The optimal thresholding val-
ues are obtained in the optimization method where Renyi’s
entropy is maximum. The original images are segmented with
the obtained optimal thresholding values. The segmented
images are assessed with a set of image quality evaluation
metrics.

B. ORIGINAL PSO
Particle swarm optimization is one of the most common and
basic optimization techniques inspired by the behavior of
animals living in herds. There are 2 main parameters of the
PSO technique, which are pbest and gbest. The best position
of the particle is defined as pbest and the swarm’s best
position is defined as gbest. In each iteration, the positions
of the particles are updated according to pbest and gbest val-
ues [22]. The updating equations of the positions can be given
as:

vij (k + 1) = vij (k) + C1 rand1
(
Pbest,ij (k) − xij (k)

)
+ C2 rand2(gbest,ij(k) − xij(k)) (1)

xij(k + 1) = xij(k)) + vij (k + 1) (2)

where, vij (k) and vij (k + 1) represent the current and the
next velocities of the particles, respectively. C1 and C2 are
acceleration coefficients. rand1 and rand2 are the random
vectors. xij(k) and xij(k + 1) denote the current and the next
positions of the particles, respectively.

C. IMPROVED PSO
This section introduces details of the proposed improved PSO
(IPSO) algorithm in four subsections inspiration, mathemati-
cal model, procedure, and the computational complexity of
the algorithm. The pseudocode of the proposed method is
given in Algorithm 1. The relevant sections are explained in
detail as the following.

1) INSPIRATION
The main purpose of the optimization problem is to acquire
the optimum solution in the defined search space for the
problem as soon as possible. Although the PSO algorithm is
one of the oldest developed algorithms, it is still one of the
most frequently used methods today due to its simple struc-
ture and easy-to-understand and applied method. However,
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Algorithm 1 Pseudocode of the Improved PSO
1) Initialize the velocities, population, pBest, gBest, visit

table, direct vector
2) Calculate the fitness values of each particle
3) Determine gBest and pBest
4) for k=1:iter

a) for i=1:Npop
b) Update Direct Vector
c) Update Target Index
d) if rand<Threshold

i) Update velocity and position using Eqs. 6-7.
ii) Calculate newF
iii) Update VisitTable
iv) If newF>Fi

(1) Fi = newF
v) Endif

e) Else
i) Update velocity and position using Eqs.8-9.
ii) Update VisitTable
iii) Calculate newF
iv) If newF<Fi

(1) Fi = newF
v) Endif

f) Endif
g) if Fi < pBesti

i) Update pBest & fitness_pBest
h) Endif
i) Assign Pbest’s best individual as new_gBest
j) If fitness_new_gBest < fgBest

i) Update gBest & fitness_gBest
k) Endif

5) Endfor

due to some disadvantages, it may not find the correct result
(global optimum) in every problem [23]. Every day, new
algorithms and new search strategies are suggested. Even if
some of these methods are not good, very efficient results
can be obtained when the suggested search strategies are
applied to different methods. AHA (Artificial Hummingbird
Algorithm) is one of the most powerful algorithms proposed
so far, and the search strategies proposed for the algorithm
will also shed light on the development of other algorithms.
While searching for the optimal solution in the PSO algorithm
and many similar algorithms, previously visited candidate
solutions are repeatedly visited. Contrary to the purpose of
the optimization, this causes unnecessary processing load,
prolongs the optimum convergence time and prevents the
discovery of different points. Instead of exploring different
points, the particles go to the same points all the time, and
they can get stuck in the local optimum and prevent them from
reaching the global optimum. The visit table aims to ensure
that the particles go to places that are not visited first and to
discover at different points.

2) MATHEMATICAL MODEL OF THE ALGORITHM
This section introduces details of the proposed optimization
algorithm. The pseudocode of the proposed method is given
in Algorithm 1. The relevant sections are explained in detail
as the following.

a: INITIALIZATION
This section introduces details of the proposed optimization
algorithm. The pseudocode of the proposed method is given
in Algorithm 1. The relevant sections are explained in detail
as the following.

x = xlow + r .(xup − xlow) (3)

where x is the initial random population, r represents a ran-
dom number in the range (0, 1). In the proposed method,
particles are search agents and each particle is regarded as
a candidate solution. The search agents are updated during
the iterations. The positions’ matrix of the particles and the
corresponding fitness values are given as;

x =


x11 x12 . . . x1d
x21 x22 . . . x2d
...

...
...

...

xn1 xn2 . . . xnd

 , f (x)


f (x11, x12, . . . , x1d )
f (x21, x22, . . . , x2d )

...

f (xn1, xn2, . . . , xnd )


(4)

where n represents the number of the population and d is the
dimension of the population. f (x) represents the fitness values
for n-particles. The visit table is initially generated as in
Eq. (5):

VT ij =

{
NaN ifi = j
0 else

(5)

According to Eq.(5), in the case of i=j, the particle receives
food from the relevant source and the visit table is assigned as
VT ij = NaN .When the ith particle has just visited the source,
then VT ij = 0.

b: UPDATING OF PARTICLES
This section is divided into two stages as visit table strategy
and multiple direction search strategy.

Visit Table Strategy
To prevent particles from constantly going to the same

points and to better converge the global optimum with the
discovery of different points, a visit table strategy has been
added to the PSO. Accordingly, the equations of the velocity
and the position in the PSO algorithm are rearranged as in
Eqs. (6) and (7):

vi (k + 1) = vi (k) + C1.rand . (xTI (k) − xi (k))

+ C2.(pbest − xi (k)) (6)

xi(k + 1) = xi(k) + vi (k + 1) (7)

where, vi (k) and vi(k + 1) represent the current and the
next velocities, respectively. Similarly xi (k) and xi(k + 1)
represents the current and next positions. C is the acceleration
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FIGURE 2. Updating the position of particles according to the particle swarm with the visit table strategy.

factor of the PSO. rand is the random number in the range of
(0,1). xTI (k) is the individual with the highest visitation level.
pbest represents the local best fitness value.
In the visit table, the value of each visited point is assigned

as zero, and the values of the points not visited are increased
by one. When guiding the swarm, the priority is to direct
the swarm to places that have never been visited or least
visited points. The points with the maximum value in the
visit table indicate the positions of the sources that the swarm
will primarily visit. Figure 2 shows how to update the posi-
tion of particles according to the visit table strategy using
Eqs. (6)-(7). Here, position updates and visit table changes
are observed for the five particles. The visiting table is ini-
tially created according to Eq. (5). According to the created
visit table, the target index is determined for the nth particle.
For example, if we look for particle 1 since the target index
is 2, it updates the position according to the position of
particle 2 (Eqs. (6) – (7)). If the fitness value of the new
solution obtained is better than the previous one, the new
solution replaces the old one, otherwise, it keeps the old
position. In this direction, location updates are performed for
each of the five particles according to the visit levels in the
visit table. In each update, the visited value in the visit table
is assigned zero and the values of the unvisited points are
increased by one.

Multiple Direction Search Strategy
Multiple Direction Search Strategy for PSO is constructed

based on AHA [24]. To enhance the exploration ability, the

positions of the particles are determined to fly in different
directions from their position. Therefore, the velocity and
position equations are rearranged as follows:

vi (k + 1) = vi (k) + rand .DV .xi (k) (8)

xi(k + 1) = xi(k) + vi (k + 1) (9)

where, vi (k) and vi(k + 1) represent the current and the
next velocities, respectively. Similarly xi (k) and xi(k + 1)
represents the current and next positions. C is the acceleration
factor of the PSO. rand is the random number in the range
of (0,1).

DV denotes the direct vector and includes three versions of
flight as diagonal, omnidirectional, and axial type.

DV (i) =



Omnidirectional, if
(
r <

1
3

)
Diagonal, if (

1
3

< r <
2
3
)

Axial, if
(
r >

2
3

) (10)

Direction vectors for the omnidirectional, axial, and diagonal
flights are given in the following equations, respectively:

DV (i, :) = 1 (11)

DV (i,m) = 1 (12)

DV (i, 1 : n) = 1 (13)

where, DV(i,:) represents the movement direction of the ith

particle, m = randperm(k), and n = r2.(D− 2)+ 1. The size
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FIGURE 3. Flowchart of the improved PSO method.

FIGURE 4. Test images of this study.

of the direct vector is determined by the dimensions of the
problems.

c: CHECKING TERMINATING CONDITIONS
The optimization process will continue until the number of
iterations reaches the maximum. Otherwise, it will end.

3) PROCEDURE FOR THE IMPROVED PSO
The main procedure of the proposed method is explained in
this part. The pseudo-code and the flowchart of the improved
PSO method are represented in Algorithm 1 and Figure 3,
respectively.

Step 1: Initialization: The algorithm parameters (number of
themaximum iteration as 1000, population size as 20, number
of the runs as 20, Threshold value as 0.5, the acceleration

TABLE 2. Hyper parameters used in the segmentation algorithm.

factors (c1-c2) as 06-1.2, inertia moment as 0.8) are assigned.
The initial positions and the velocities of the particles are
initialized randomly in the range of search space. The fitness
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FIGURE 5. Original images and their histograms, (a)original images, (b) 1d histogram and (c) 2d histogram.

values of the particle are calculated according to objective
functions. The visit table is initialized as specified in Eq. (5).
Step 2: Selection of the movement strategies: Two move-

ment strategies are proposed for the updating of the particles.
Then, according to the determined threshold value, it is deter-
mined which strategy the particles will move using.

Step 3: Update on the selected strategy: In this section, the
positions and velocities of the particles are updated according
to the selected strategy. The direct vector, target index, visit
table, and local and global optimums are updated.

Step 4: Checking terminating conditions: If the terminating
criterion is satisfied, then optimization will be terminated.
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FIGURE 6. Summary of qualitative analysis; (a) Landscape of the benchmark function, (b) Trajectory in
1st dimension, and (c) Convergence curve.

Otherwise, it will continue from Step 2 until the number of
the iteration reaches the maximum.

4) COMPUTATIONAL COMPLEXITY
Computational complexity is an important metric used to
evaluate the performance of the proposed method. The pro-
posed method has three main processes: initialization, fitness
evaluation, and the updating of the particles. In the initializa-
tion, the computational complexity is O(n). In the updating
process, the computational complexity is O(nT), where T
represents the maximum number of iterations and n is the

number of particles. Thus, the computational complexity of
the proposed method is O(n x (1 + T)) [25].

III. EXPERIMENTAL STUDIES
This section explains the experimental studies and results
of the proposed optimization algorithm. Firstly, we used
50 benchmark functions consisting of functions with vari-
ous properties, to evaluate the optimization algorithm from
different perspectives. The details of the functions are given
in Tables 9–10. We used ten skin cancer images from
the ISIC2017 dataset for further evaluation. Selected test
images are shown in Figure 4. The images are stated as
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FIGURE 7. Convergence curves were obtained using functions with different algorithms.

Test Image1, Test Image2, and so on. Figure 5 displays
the 1D and 2D histograms of the images. The perfor-
mance of the proposed method is compared with seven
state-of-the-art methods, which are AOA [26], GWO [27],
MFO [28], WOA [29], MVO [30], TLBO [31], and original
PSO [22].

All algorithms are tested over 20 runs with 1000 iterations
for multilevel thresholding segmentation. The images are
segmented with 2, 3, 4, and 5 thresholding levels. Segmented
results are assessed in terms of SSIM, FSIM, and PSNR
evaluation metrics. The experimental studies are performed

on Matlab 2020a in a Windows 10 environment, with an Intel
core-i7 (9th Gen.) processor and 16 GB RAM. This section
is structured as follows: Section A presents the experimen-
tal setup, Section B represents experiments on benchmark
problems, and Section C representsMTS experiments on skin
cancer images.

A. EXPERIMENTAL SETUP
This section is structured as follows: Section I introduces
the parameter settings, and Section II presents the evaluation
metrics.
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FIGURE 8. Segmented images acquired using improved PSO algorithm: (a) original images, (b) 2 level, (c) 3 level, (d) 4 level, and
(e) 5 level segmented images.

1) PARAMETER SETTING
The proposed method is compared with seven algorithms:
PSO, AOA, GWO, WOA, TLBO, MFO, and MVO.
Algorithms are tested over 20 runs for each test image. The
population size and the maximum iteration number are set as
20 and 1000 for all algorithms. The other parameter values
of the proposed method are provided in Table 2. To ensure a
fair comparison, basic parameters such as the number of iter-
ations, number of runs, and population size are set the same
for all considered optimization algorithms. Other parameters
of the compared methods are used in their original form.

2) EVALUATION METRICS
a: PEAK SIGNAL-TO-NOISE RATIO (PSNR)
It evaluates the performance of the multilevel thresholding
segmentation according to the error between the segmented
image and corresponding pixels of the input image. A higher
PSNR value indicates better thresholding performance. The
PSNR index can be calculated as [32]:

PSNR = 20 log10
255

√
MSE

(14)

MSE =
1

MxN

M−1∑
i

N−1∑
j

(Iorg (i, j) − Iseg (i, j))2 (15)

where MxN denotes the size of the input image. Iorg(i,j) and
Iseg(i,j) represent the grayscale values of the original input
and segmented images, respectively.

b: FEATURE SIMILARITY INDEX (FSIM)
It is another significant index used to evaluate the threshold-
ing segmentation performance. FSIM calculates the feature
similarity between the original and segmented images based
on phase consistency (PC) and gradient amplitude (G) fea-
tures. A higher FSIM value indicates better segmentation
performance [33].

FSIM (x, y) =

∑
x∈�

SL(X )PCm(X )∑
x∈�

PCm(x)
(16)

SL (X) = SPC (X )SG(X ) (17)

SPC =
2PC1(X ) + PC2(X ) + T1
PC2

1 (X) + PC2
2 (X) + T1

(18)
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TABLE 3. Renyi’s optimum threshold values obtained at all levels for test images (Image 1-Image 5).

TABLE 4. Renyi’s optimum threshold values obtained at all levels f or test images (Image 6-Image 10).

SG =
2G1(X ) + G2(X ) + T1
G2
1 (X) + G2

2 (X) + T1
(19) where � indicates all pixels of the input image. T1 and T2 are

constant values. PCm represents the phase consistency matrix
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TABLE 5. SSIM-based average values.

and is calculated as PCm = max (PC1, PC2), where PC1 and
PC2 are the phase consistency of the segmented image and the
input image, respectively. G represents the gradient amplitude
and is calculated as:

G =

√
G2
X + G2

Y (20)

c: STRUCTURED SIMILARITY INDEX (SSIM)
It measures the similarity between two images. It can be
calculated as [34]:

SSIM (x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ 2
x + σ 2

y + c2)
(21)

where µx and µy indicate the averages of the input and
segmented images. σx and σy are the standard variances of
the input and segmented images. σxy refers to the covariance
and the c1, and c2 are the constant values. A higher SSIM
value refers to better segmentation performance.

B. EXPERIMENTS ON BENCHMARK PROBLEMS
The performance of the proposed method is tested with
50 benchmark functions consisting of functions with various
properties to evaluate the optimization algorithm from differ-
ent perspectives. The results are analyzed and compared with
other optimization algorithms. The used benchmark functions
are given in Tables 9–10 and more details of the functions
can be found in [35]. Of the mentioned test functions, 36 are
nonseparable, 14 are separable, 17 are unimodal and 33 are
multimodal.

1) QUALITATIVE RESULTS
To verify the performance of the proposed method, qualita-
tive analysis is discussed in this section. The test functions
include 2 unimodal (Sphere and Rosenbrock) and 3 mul-
timodal (Griewank, Ackley, and Rastrigin) functions. For
the qualitative analysis, three subfigures, which include
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TABLE 6. FSIM-based average values.

(a) functions’ landscape, (b) trajectory in the 1st dimension,
and (c) convergence curve of the global best particle for each
function are given in Figure 5.
Figure 6 represents the convergence curves of 2 uni-

modal (Sphere-F3 and Rosenbrock-F16) and 3 multimodal
(Griewank-F41, Ackley-F42, and Rastrigin-F22) functions
for all algorithms (AOA, WOA, GWO, MVO, MFO, TLBO,
PSO and the improved PSO), comparatively.

The dimension and the number of the iterations are set as
30 and 1000, respectively. As seen in Figure 7, the improved
PSO algorithm achieved the fastest convergence for these
unimodal and multimodal functions.

2) QUANTITATIVE ANALYSIS
The statistical analysis is presented in Tables 12-15. The
results are provided with 20 independent runs for each test

function. According to the average values obtained after
20 runs, the proposed method succeeded in 60% of the
applied test functions. However, PSO 18%, AOA 20%, GWO
30%, MFO 26%, WOA 24%, MVO 18%, and TLBO 48%
were more successful than the other methods. According to
the minimum values obtained after 20 runs, the proposed
methodwas successful in 62% and PSO 18%,OA20%,GWO
30%, MFO 26%, WOA 24%, MVO 18% and TLBO 48%
of the 50 benchmark functions. According to the maximum
values, the improved PSO method was successful in 42% of
the applied test functions. However, PSO 20%, AOA 26%,
GWO 26%, MFO 26%, WOA 16%, MVO 18%, and TLBO
56% were more successful than other methods. According
to the standard deviation values, the proposed method was
successful in 46% and PSO 18%, AOA 20%, GWO 14%,
MFO 18%, WOA 12%, MVO 4% and TLBO 48% of the
50 benchmark functions.
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TABLE 7. PSNR-based average values.

3) SCALABILITY ANALYSIS
This section evaluates the proposed algorithm against other
algorithmswith problems of different sizes. The experimental
results on 3 dimensions 10, 50, and 100 in terms of mean and
standard deviation are given in Tables 16-18 for 25 bench-
mark functions, respectively. Regarding the 10 dimensions,
the proposed method ranked first in 10 of the 25 functions
and second in 5 of the 25 functions, while in the standard
deviation values, it ranked first in 10 and second in 7 of the
functions. In 50 dimensions, the proposedmethod ranked first
in 12 of the 25 functions and second in 5 of the 25 func-
tions, while in the standard deviation values, it ranked first
in 12 and second in 11 of the functions. Finally, regard-
ing the 100 dimensions, improved PSO achieved the best

average and best standard deviation in 14 and 7 test functions,
respectively.

C. EXPERIMENTS ON SKIN CANCER IMAGES
To further illustrate the effectiveness of the proposed opti-
mization algorithm, multilevel thresholding was performed
using 10 skin cancer images obtained from the ISIC2017
dataset. We used Renyi’s entropy as the objective func-
tion, detailed in Section II-A. Segmented images obtained
by the proposed method are illustrated in Figure 8 with
varying thresholding levels [n = 2, 3, 4, and 5]. The
experimental results were compared with the state-of-the-
art methods: PSO, AOA, GWO, MFO, WOA, MVO, and
TLBO. The best thresholds acquired by the proposed
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FIGURE 9. Average SSIM obtained for all skin cancer images.

FIGURE 10. Average FSIM obtained for all skin cancer images.

method and other metaheuristic methods are presented
in Tables 3 and 4.

The average values of SSIM, FSIM, and PSNR evaluation
metrics are represented in Tables 5, 6, and 7, respectively.
Higher SSIM, FSIM, and PSNR average values indicate more
accurate and efficient multilevel thresholding segmentation
methods. The average values of SSIM for 20 runs are given
in Table 5; a higher SSIM value represents a better segmen-
tation result. The improved PSO algorithm outperforms the
original PSO and AOA for nearly all threshold levels and
images. GWO has competitive results with the improved PSO

method at only threshold level 2 for some images. MFO
gives better results at Test Images 6 and 7 for thresholds
levels 2 and 4 according to the proposed method. Improved
PSO has higher SSIM values at nearly all threshold levels in
the remaining images.WOA performed well on Test Image 9,
while the proposed method outperformed most of the remain-
ing test images. MVO and TLBO methods have competitive
results with the proposed method at threshold levels 2 and 3.

Table 6 presents the average FSIMvalues for each skin can-
cer image. The more efficient algorithm must have a higher
FSIM value. When the proposed method is compared with
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FIGURE 11. Average PSNR obtained for all skin cancer images.

the original PSO and AOA methods, the proposed method
has higher average FSIM values for nearly all images and
threshold levels. PSO has better results at threshold level 2 for
Test Images 1 and 2. GWO outperforms at threshold levels 3
for Test Images 1, 4, 6, and 7. MFO and MVO algorithms
also performed well at threshold levels 2 and 3 for some
test images. TLBO has competitive results with the improved
PSO method test images 3, 5, and 6. Table 6 represents the
average PSNR values for each image. It is seen that the pro-
posed method outperformed the other algorithms for nearly
all threshold levels at all images. Original PSO performed
well at threshold level 3 for Images 3, 5, and 10. AOA
performed well at threshold level 4 for Images 1 and 2. The
other algorithms have lower PSNR values than the proposed
method at all images and threshold levels, indicating a lower
segmentation performance.

The average SSIM values for all skin cancer images are
illustrated in Figure 9. The values are obtained by averaging
the SSIM index of 10 skin cancer images over 20 runs. It can
be noted from this figure that the improved PSO method
has higher SSIM values, which indicates better multilevel
segmentation performance. It is also seen that the value of
the SSIM evaluation metric increases, and the level of the
threshold increases. The proposed method achieves better
segmentation at threshold 2 with 0.7278, threshold 3 with
0.7862, threshold 4 with 0.8125, and threshold 5 with 0.8285.

The average values of FSIM are represented in Figure 10.
The values are obtained by averaging FSIM values of all skin
cancer images over 20 independent runs. The FSIM values
acquired by the proposed method are higher than the FSIM
values acquired by other compared algorithms at threshold
2 with 0.7019, at threshold 3 with 0.7112, at threshold 4 with
0.7229, and threshold 5 with 0.7332. The AOA and TLBO

TABLE 8. Significant results of the proposed method.

also have higher FSIM values according to the remaining
algorithms.

Figure 11 represents the average PSNR values for all skin
cancer images. The values are acquired by averaging PSNR
values for all images over 20 independent runs. The best of
average PSNR values are obtained by the proposed method at
threshold level 2 with 13.4354, at threshold 3 with 15.4853,
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TABLE 9. Benchmark functions (F1-F24).
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TABLE 10. Benchmark functions (F25-F44).
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TABLE 11. Benchmark functions (F45-F50).

at threshold 4 with 17.6305, and at threshold 5 with 19.0576.
The second average of PSNR values is obtained by AOA at
threshold 2 with 12.0833, WOA at threshold 3 and threshold
4 with 15.0239 and 15.7870, and PSO at threshold 5 with
18.5776.

IV. CONCLUSION AND FUTURE WORK
Skin cancer is the most common type of cancer. An early skin
cancer diagnosis can significantly reduce the mortality rate.
Image segmentation is the first and significant step of image
analysis. To develop the classification phase of skin cancer
detection, image segmentation plays a critical role by dividing
the image into meaningful regions.

Thresholding is one of the most simply established image
segmentation methods in the literature.

As the number of thresholds increases, the complexity
of the problem increases. To reduce computational times
by reducing the complexity of the multilevel threshold-
ing problem, metaheuristic methods are used. This study
proposes a particle swarm with a visit table strategy opti-
mization method to determine the best thresholds for skin

image segmentation. An efficient and improved version of
the original PSO is proposed to solve a few drawbacks
of the PSO method. Firstly, the movement equations are
updated to avoid stacking into the local optimum. Secondly,
it is aimed to ensure that the particles go to places that are
not visited first and to discover different points with the
visit table strategy. To evaluate the proposed method, two
different datasets have been used. Firstly, it is applied to
benchmark problems and compared results with seven other
metaheuristic methods: AOA, GWO, MFO, WOA, MVO,
TLBO, and original PSO. The methods are compared in
terms of mean, standard deviation, minimum, and maximum
values.

In addition to quantitative and qualitative analysis of the
proposed method, the scalability analysis is also performed.

The experimental results confirmed that the IPSO opti-
mization method outperformed the original PSO and other
state-of-the-art methods at most of the benchmark func-
tions. Secondly, the proposed method is applied to multilevel
thresholding segmentation of skin cancer. The experimental
results of the segmentation show that the proposed method
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TABLE 12. Comparisons of optimization results for 50 test functions (F1-F6).

outperformed other algorithms in terms of SSIM, FSIM, and
PSNR indices.

The novelties of this study are;

➢ A visit table strategy and a multiple-direction search
strategy are integrated into the algorithm, which pre-
vents unnecessary searches of the PSO algorithm by
allowing the discovery of new points with fewer visits
to frequently visited points and the neighbors of these
points.

➢ A multi-level thresholding method based on the pro-
posed PS-VTS optimization algorithm using Renyi’s
entropy and non-local means 2d-histogram is proposed.

The significant results of the study are given in Table 7. The
achievements and advantages of this study are also given as
follows:

➢ By improving the PSO method with multiple direction
search and visit table strategies, significant superior-
ity is achieved over well-known metaheuristic methods
in a detailed analysis of the benchmark functions and
multi-level segmentation applications.

➢ In the qualitative analysis performed on the benchmark
functions, the improved PSO algorithm achieved the
fastest convergence for unimodal and multimodal func-
tions compared to common metaheuristic methods such
as AOA, WOA, GWO, MVO, MFO, TLBO, and PSO

➢ In the quantitative analysis performed on the benchmark
functions, the proposed optimization method has found
more successful results than the other methods accord-
ing to the average value of 60%, minimum value of

62%, maximum value of 42%, standard deviation value
of 46% of the applied 50 test functions.

➢ The proposed method is also evaluated against other
algorithms with problems of different sizes. In the
scalability analysis performed on the benchmark func-
tions, regarding the 10 dimensions, the proposedmethod
ranked first in 10 and second in 5 of the 25 functions,
while in the standard deviation values, it ranked first
in 10 and second in 7 of the functions. In 50 dimen-
sions, the proposed method ranked first in 12 and
second in 5 of the 25 functions, while in the standard
deviation values, it ranked first in 12 and second in
11 of the functions. Finally, regarding the 100 dimen-
sions, improved PSO achieved the best average and
best standard deviation in 14 and 7 test functions,
respectively.

➢ In the multilevel thresholding skin cancer image seg-
mentation, the proposed optimization algorithm outper-
forms the other algorithms for nearly all threshold levels
and images.

➢ According to the average values of the evaluation met-
rics for all images, the best results in SSIM value of
0.8285, FSIM value of 0.7332, and PSNR value of
19.0576 are achieved by using the proposed method in
skin cancer image segmentation.

➢ This study also provides a detailed analysis of
well-known metaheuristic approaches for multi-level
thresholding image segmentation applications and
benchmark problems with quantitative, qualitative, and
scalability analysis.
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TABLE 13. Comparisons of optimization results for 50 test functions (F7-F21).
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TABLE 14. Comparisons of optimization results for 50 test functions (F22-F36).

Future studies can be expanded in two directions: the first
one is aimed at further improving the segmentation effective-
ness of skin cancer images. In this context, it is aimed to

investigate the effectiveness of different objective functions
(fuzzy transforms, energy curve, Kapur’s entropy, Tasal-
lis entropy, minimum cross-entropy), to find the threshold
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TABLE 15. Comparisons of optimization results for 50 test functions (F37-F50).

number adaptively based on the image by using these objec-
tive functions [12], and to perform color image segmentation
based on various histograms.

Secondly, the logic of preventing unnecessary searches by
creating a memory matrix with the visit table strategy will be
used to eliminate the deficiencies of various metaheuristics
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TABLE 16. The comparison results of all algorithms with Dim = 10 & 50 using 50 Benchmark functions (F1-F10).

and strengthen the methods. In addition, by performing
searches in all directions with a multiple-direction search

strategy, the algorithms will be improved by increasing their
exploration abilities and eliminating their deficiencies.
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TABLE 17. The comparison results of all algorithms with Dim = 10 & 50 using 50 Benchmark functions (F11-F20).

APPENDIX
See Tables 9–18.
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TABLE 18. The comparison results of all algorithms with Dim=10&50 using 50 Benchmark functions (F21-F25).
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