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Abstract—This paper presents an optimisation method to tolerate delay and scarce bandwidth. Hence, we can classify
traffic engineer networks carrying different classes of traffic. The  mjssion critical and real time traffic as high priority traffic,
novel Mixed Integer Programming model is based on the classical 5,4 non-critical traffic as Best Effort (BE) traffic.

multi-commaodity flow problem. Although some initial input data . . . .
(such as topology and traffic matrix) is required, the method The traffic engineering problems are further complicated by

can be directly applied and no protocol or router modifications the requirements for networks handling multiple classes of
are necessary. The method reconfigures the routing pattern in a traffic [6]. Differentiated Services (DiffServ) is developed to
way that allows the network to carry more traffic and capacity support Quality of Service (QoS) in a scalable manner. Multi-
expansion can be delayed. It is shown here that the method brings ptaco| Label Switching (MPLS) technology can be used to
up to 50% improvement in the_ maximum link utlllsatlt_)n when it deliver the traffic engineering requirements [7] [8]
is compared to Inverse Capacity metric, the default Cisco routing . o
metric. In this paper, we look at a problem of reconfiguring the
network carrying multiple classes of traffic. We model high
. INTRODUCTION priority traffic as Expedited Forwarding (EF) traffic, which
Traffic engineering has become an integral part of threquires a minimum outgoing rate to be specified. A virtual
network operations. Its aim is to facilitate efficient and rdease line, in which the ISP has to conform to Service Level
liable network performance while at the same time optimigxgreement (SLA), can also be categorised as high priority
ing network resource use. Intra-domain traffic engineering tisaffic. Non-critical traffic will be modelled as Best Effort
concerned with optimising performance of a network whic{BE traffic). At any time, the network has to be able to
under administration of one service provider. The servi@arry the EF traffic which must be fully restored and BE
provider can influence how flows are routed inside its ownaffic which should be restored as much as possible above
network by tuning network configurations. Native IP networka certain percentage in the event of a link failure or when
usually run a shortest path based protocol such as OS&toptimisation takes place on an operational network. Given
(Open Shortest Path First) or I1S-IS (Intermediate Systemghat the number of networks migrating to MPLS technology,
Intermediate Systems). Service providers can influence the utilise the explicit routing feature in MPLS to route EF
routing by setting or changing link metrics to achieve givetraffic. Best effort traffic is routed using a native intra-domain
performance objectives, e.g. minimising the maximum lingrotocol such as OSPF, which works based on shortest path
utilisation or distributing the traffic load across the links aparadigm.
evenly as possible [1]. The problem of finding a suitable We formulate a two-phase optimisation model. The first
suitable link metrics has been studied extensively in [2] [3]hase is to determine a suitable path for every traffic classes
[4] [5]. and every origin and destination pairs (OD-Pairs). A suitable
Whilst the Internet operation is still largely based on begiath is a path that is able to carry traffic higher than its
effort delivery, service providers are now required to hamestoration percentage. An additional constraint is also added
dle different kinds of traffic. For example, mission criticato impose the single path routing requirement. The second
applications require close to 100% packet delivery rate apiase is to determine a suitable weight set to route best effort
cannot tolerate delay more than a certain threshold. Real titnaffic.
applications such as VoIP or video streaming require minimumThe main contribution of this work is a novel Mixed
delay and jitter while they are more resilient to loss. On thateger Linear Programming (MILP) model formulation for
other hand, non-time critical applications, such as email, captimising multi-classes of traffic networks. The model is



based on the classic multi-commodity flow problem. It is Both EF and BE traffic carried on the corresponding paths
applicable for optimising or expansion of operational networkshould be at least restored above the restoration percentages.
running IGP/MPLS. In addition, it is also shown that non-

linear constraints can be transformed into linear constraints ngk > rtkgtk forteT ke K (2)
given the problem’s understanding. Furthermore, the model J
can be directly applied to networks with MPLS support Restored traffic carried on the corresponding paths should
without requiring any router or protocol modifications. not be exceeding the end-to-end demand.

The remaining of the paper is organised as follows: Section
Il outlines the model in detail. It also shows the transformation Z x;’c < dtk forte T, ke K )
of non-linear constraints to linear constraints. Section Il ex- 7

plains the experimental studies, results and discussion. Sectiogr affic is a special case of restoration, which can be used
IV concludes the paper. to simplify equation (2) and (3). In this special case, where
the value ofr** = 100%, the equation (2) and (3) become a

single equality constraint.
As briefly mentioned above, the model consists of two

phases. The first phase (Phase I) is a path selection process for szk — Jtk
EF and BE traffic. The second phase (Phase Il) is a weight 7

set for BE traffic shortest path routing. The first subsection It is desirable that the demands are carried on a single path.
introduces the notat_ion Which is used throughout the pap%though, load balancing (using multiple LSPs and ECMP)
The second s_ubsectlon describes the Phase | MILP model %Qﬂ be done, it is not desirable to have packets belonging
the last describes the Phase Il LP model. to the same OD-Pair travel different path. Hence, single path
requirement needs to be imposed on EF and BE traffic. To

A. Notation . . o
accommodate this, equations (1-3) needs to be modified as
Constants: follows:

d** is the demand of traffic type of demandk.
r* is the restoration percentage, EF traffic will have 100%

II. MILP/LP MODEL FORRECONFIGURATION

restoration percentages. BE traffic will have a user defined ZZZ5Z§U§k$§k < et Ye forec £ (4)
restoration percentage. K T J
otk _is the boolean indicator if link lies on pathj. Zut_kxt_k > pthgth forteT.ke K (5)
Variables: — 7
u‘;k is the binary variable that indicates if pathis used to
carry traffict of OD-Pair k. Z ulkalkath < dt forteT, ke K  (6)
xg’“ is the amount of traffic on path carrying traffict of J
demandk. utk is binary
1. IS the additional capacity needs to be purchased to restore 2tk >0
traffic above restoration level. T
ht* is the hop count of patlj is used to carry traffi¢ of However, these constraints become non-linear constraints,
OD-Pairk. due to a product ofi}* and z}*. To overcome the problem,
E is the set containing edges in the network. a deeper analysis is carried out and it can be shown that the

relationship between:!* and u!* can be written differently.

K is the set containing OD-Pairs in the network. : et .
gonsider the following inequality:

T is the set containing different traffic classes in th
network. a:;k < dt’“u?’f
B. Phase I: Path Allocation Model If uz’f is equal to zero, this indicates that the path does not

The first phase model is an extended multi-commodi®arry any flow at all, the value of correspondimgmust be
flow problem [10], with additional constraints. The basigero. However ifu!* is equal to one, the amount of flow of
formulation of the erestoration model is given in [9]. In thehe corresponding path must be non-zero and its minimum is
model, high restoration percentages may yield an infeasibilig@étermined by the restoration percentage and it is bounded by
condition. In this work, an variablg. that represent “addi- the ¢**. For a particular traffi¢ in OD-Pair k, there must be
tional capacity required” is used. This “elastic” capacity ignly one non-zero:?’f (single path requirement).
heavily penalised in the objective function to discourage its The following model is equivalent to the above non-linear
use. problem:

SN sttt <ot ye forec E (1) SN sttt <oty forec B (7)
K T J K T J



= =

> ath > kgt forteT,ke K (8)
J
Z;z:;’“ < d'* forteT,ke K 9) &= &
J
Fig. 1. Test Network Topology
> ultk =1 forteT,ke K (10)
J
alf < d*ulf forjeJteT, ke K (11) w, > 1 forec E
P
uj f'f binary The constraints (13) force the path that carries the flow
zj" 20 should (,,) be at least one unit shorter in length than other

Since we want to maximise the throughput of BE traffic an@@ths belonging to that OD-Pair. However, this might not al-
at the same time not to use additional capacity, the proble#gys to feasibility due to the reason stated above. By removing
becomes multi-objective optimisation. The first objective &€ “+1" coefficient in the left-hand side of constraints (13),
to maximise the BE traffic throughput and the second {§€ model becomes an equivalent method to find “non-unique”
to minimise the cost of purchasing additional capacity thortest path as in [12]. o o
accommodate EF traffic. The third term is required to ensurelt should be noted that the objective function in the Phase

that the paths with the smaller number of hop counts alelS not important. One could have minimising sum of link
preferred. weights (as what is done in this work). Different objectives

such as minimising the range of link weight that should be
used in practice or minimising number of weights that need

M‘”(Z DDA MY cye—) Y Y h§kujk) to be changed can be used.
K T J E K T J

. o . (12) ll. RESULTS AND DISCUSSIONS
A large nur_nberM n the_objectwe funct|or.1.(12) IS IN*  This section introduces the experimental setup, the solving
troduced to discourage traffic to use the additional Capac'B’r’ocedures and discussions of the results
unless the whole network cannot sustain traffic any longer. '
On the classic multi-commodity flow problem, the feasibilA. Experimental Setup

ity limit of the problem is determined by the capacity of the The test network consists of 8 routers which are connected
network (i.e.c. values). This means if we slowly increasqy; 24 yni-directional links as shown in Fig. 1. The demand

the demand vector””, a point exists where the problemis generated from one router to every other routers in the
becomes infeasible. However, in this modified formulatloHetwork, hence there are 56 OD-Pairs. Every OD-Pairs will
(with variable y. being introduced), it should be noted thahaye two different traffic classes, EF traffic and BE traffic, with

the feasibility condition is not restricted by the demand levebgo, and 80% proportion, respectively. In this experiment, we
C. Phase II: Determining a weight set (Weight Setting) set the restoration percentage for EF and BE traffic to 100%

. . . d 95%, respectively.
A set of link weights needs to be determine to route the B@The experiment is done with a number of different traffic

trafﬂg. Work in [1.2] states that for any arbitrary set of rOUtersnatrix instances. There are 3123 instances of traffic matrices.
(routing pattern in our case), as long as they are not loo

i : ey are then grouped into different 41 different groups
they can be converted to shortest-paths with respect to SO %ording to their total demand, with the first group having the

set of positive link weights. However, this only guarantees th@vest total demand and the last group having the highest total

the path is one of the shortest paths. A set of link weights th . .
yields to a unique shortest path, where in there is one and Oro;‘f‘femand. Roughly, they can be categorised as light, moderate

§ d heavy loads. Details of how these traffic matrix elements
one shortest path, for every demand cannot be guaranteed to . .
exist are generated are explained in [13].

A pure LP formulation [11] can be used to determine thB. Solution Procedure

set _of_link weights. Given that the routing pattern for_ _BE The MILP/LP model requires a set of paths for every

traffic is known from Phase |, the problem of determiningemang in the network. Theoretically, all possible paths in the

a unique shortest path weight set can be formulated as a pigvork should be included. However, in reality, only paths

LP problem as £, is defined as a path that carries non-zer@;i, an acceptable delay or hop count will be used. Based

flow based on Phase | solution): on this knowledge, we can generate a “limited” number of
paths. For this particular network, we generate 10 paths for

d we+l<=> w. forjelJj#nteT kek eachdemand. _ o

oc P, cep, Once the Phase | problem is formulated, it is then solved

(13) usingglpk, GNU LP solverFor this problem size, the solver



is able to get within 0.1% of the optimal value in less than 5
seconds.

Once the Phase | solution is obtained, the Phase Il problem
can be formulated. A similar approach to [11] can be adopted.
To solve the Phase Il problem, one can start with only two
shortest paths and do an iterative computation. In the first
iteration, the first pathp, is the one that carries the flow
and has the total metric less thd?), wherej € J,j # n. § “ -
Once the problem is solved, Dijkstra’s algorithm can be used
to determine whether there are more shortest paths that are rig. 2. Resulting Maximum Utilisation for BE Traffic Routing
not included in the Phase Il problem. If there is one, then
it will be added to the Phase Il problem and it is solved
again. If the inclusion of the new path causes infeasibility, this
indicates that no weight system exists for this routing pattern. | _ = — 7
The iteration stops when no more shortest paths can be found. | : XLE{
C. Performance Evaluation J

In this work, the concern is BE traffic. EF traffic is routed ' jj e
using MPLS and has a guarantee minimum bandwidth. More- ;i :
over, once the solution from the Phase | problem is available, e
ER traffic can be readily routed. Our main concern here is the
maximum utilisation of the links in the network. Fig. 3. Percentage of traffic restored and Additional Capacity required

Figure 2 depicts the resulting maximum utilisation when
BE traffic is routed based on three different routing schemes,
namely, unit weight, inverse capacity and weight setting (basedOne of the goals of Traffic Engineering process is to
on the Phase Il solution) with increasing total demand. Tig¢lay required capacity expansion although the traffic demand
error bars on every data points indicate 95% confidence limits. growing without performance degradation. Herein, using

Using unit weight in this simple network, i.e. setting thaveight setting, we show that the capacity expansion can be
weight of all links to one, will generate many multiple shortegielayed for awhile. The weight setting can maintain feasibility
paths for most of the OD-Pairs. In this network, the splittingithout having have to put in additional capacity until the
mechanism is effective to spread the load through out tk@tal demand reaches 84 Mbps (see Fig. 3 red curve). When
network. In a real network running OSPF, Equal Cost Mulit is required, we also show that the amount is very small
Path (ECMP) functionality is used to split aggregate traffic #@ comparison to the demand that can be accommodated.
a particular destination evenly. The model is able to identify the bottle-neck links in the

Using an inverse capacity, the Cisco recommendation, as peiwork. Upgrading these links will greatly increase BE traffic
shortest path routing metric gives the worst performance of dffroughput.
This is true across different network loads in our experiments.The blue curve in Fig. 3 shows the fraction of total BE
The utilisation reaches 100% when the average demand istgiffic restored to total BE traffic offered. Recap that BE traffic
Mbps. With the unit weight and weight setting, the 100%gestoration percentage is set to 95%. In all scenarios, the
utilisation is reached when the total demand is 72 Mbpgercentages are well above the target restoration percentage. A
Furthermore, due to the capacity constraints in the model, tie®@g OD-Pair (the one that has a significant number of hops
weight setting can restrict the maximum utilisation at 100%@way to the destination) will be just restored based on the
whilst the other results 120% and 155% (highest traffic load)gstoration percentage lower bound (in this case 95%) because
Variation in the maximum link utilisation in the Unit Weightof network bottle-necks. A short OD-Pair (the one that only
and Inv Cap case is higher because none of these models H@#& one or two hops to travel to destination) will be greatly
capacity restriction. benefited because they will be restored up to 100% on the

Although the unit weight may look to perform reasonablynon bottle neck” links.
well in comparison to weight setting, a complication with In practice, it is impossible to have 100% utilisation or
multi-path routing arises because it is impossible to sphiigher. Utilisation figures in this work are to be normalised
traffic evenly in a general practice. Splitting can degrade TG#th the utilisation of a running network. It should be noted
performance because packets belonging to the same OD-Bzt the utilisation results depicted in Fig. 2 are calculated
may be arriving out of order (packet level splitting). Splittingfter the additional capacity has been added. Fig. 2 and 3
can also cause problem in debugging network problem. Test the experimental results after the data points are grouped
packets can travel via several different paths and conceéagether based on their total demand. For the “ungrouped”
problematic paths. results, please refer to the Fig. 4 and 5.

150%

50%

al Capacity Required (Mbps)

Total Addition;




IV. CONCLUSIONS

In this paper, we have presented a model to reconfigure Diff-
Serv networks with two classes of traffic. MPLS technologyi8l
can be used to route the high priority traffic, whereas native
IP routing, such as OSPF, is used to route best effort traffigg)
The model maximises the best effort traffic throughput and
minimises cost of expansion, whilst at the same time fquiIIingO]

bandwidth requirements for high priority traffic. It is shown

that in this particular model non-linear constraints can H&ll
transformed into linear constraints. Experiment results shoyy
that the model can reduce the maximum link utilisation in

the network by as much as 50% and accommodate 44% more

traffic without needing capacity expansion.

Heuristics to solve MILP model could be developed t84!
solve larger network problems. For large networks, general

[7] F. L. Faucheur and W. Lai, “Requirements for Support of Differentiated
Services-aware MPLS Traffic Engineering,” 2003. [Online]. Available:
http://www.ietf.org/rfc/rfc3564.txt

E. Horlait and N. Rouhana, “Differentiated Services and Integrated
Services Use of MPLS,” inSCC 2000. Fifth IEEE Symposium on
Computers and Communications. Proceedings. |EHID0.

R. J. Harris, “A Mathematical Programming Model for Service Pro-
tection in a Telecommuncaitons Network,” International Teletraffic
Congress ITC131991.

R. K. Ahuja, T. L. Magnanti, and J. B. Orlilfetwork Flows: Theory,
Algorithms and Applicationslst ed. Prentice Hall, 1993.

M. Pioro and D. MedhiRouting, Flow and Capacity Design in Com-
munication and Computer Networkkst ed. Morgan Kaufmann, 2004.

] Y. Wang, Z. Wang, and L. Zhang, “Internet traffic engineering without
full mesh overlaying,” inINFOCOM 2001. Twentieth Annual Joint
Conference of the IEEE Computer and Communications Societies.
Proceedings. IEEEvol. 1, 2001, pp. 565-571 vol.1.

M. J. Dale, H. L. Ferra, and R. A. Palmer, “Fast MPLS Network
Optimisation using Machine Learning,” iRENCON 2005. 2005 IEEE
Region 10 Conference. |IEEKOI. 1, 2005, pp. 971-976.

purpose LP solvers usually run very slow and may not find any

solutions. Future work includes the comparison of heuristic

APPENDIX

method with the MILP solution generated from LP solvers

for large networks.
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