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ABSTRACT 

The reporting of disasters has changed from official media reports to citizen reporters 

who are at the disaster scene. This kind of crowd based reporting, related to disasters 

or any other events, is often identified as “Crowdsourced Data” (CSD). CSD are freely 

and widely available thanks to the current technological advancements. The quality of 

CSD is often problematic as it is often created by the citizens of varying skills and 

backgrounds. CSD is considered unstructured in general, and its quality remains 

poorly defined. Moreover, the CSD's location availability and the quality of any avail-

able locations may be incomplete. The traditional data quality assessment methods and 

parameters are also often incompatible with the unstructured nature of CSD due to its 

undocumented nature and missing metadata. Although other research has identified 

credibility and relevance as possible CSD quality assessment indicators, the available 

assessment methods for these indicators are still immature.  

In the 2011 Australian floods, the citizens and disaster management administrators 

used the Ushahidi Crowd-mapping platform and the Twitter social media platform to 

extensively communicate flood related information including hazards, evacuations, 

help services, road closures and property damage. This research designed a CSD qual-

ity assessment framework and tested the quality of the 2011 Australian floods' Usha-

hidi Crowdmap and Twitter data. In particular, it explored a number of aspects namely, 

location availability and location quality assessment, semantic extraction of hidden 

location toponyms and the analysis of the credibility and relevance of reports. This 

research was conducted based on a Design Science (DS) research method which is 

often utilised in Information Science (IS) based research. 

Location availability of the Ushahidi Crowdmap and the Twitter data assessed the 

quality of available locations by comparing three different datasets i.e. Google Maps, 

OpenStreetMap (OSM) and Queensland Department of Natural Resources and Mines' 

(QDNRM) road data. Missing locations were semantically extracted using Natural 

Language Processing (NLP) and gazetteer lookup techniques. The Credibility of Ush-

ahidi Crowdmap dataset was assessed using a naïve Bayesian Network (BN) model 

commonly utilised in spam email detection. CSD relevance was assessed by adapting 
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Geographic Information Retrieval (GIR) relevance assessment techniques which are 

also utilised in the IT sector. Thematic and geographic relevance were assessed using 

Term Frequency – Inverse Document Frequency Vector Space Model (TF-IDF VSM) 

and NLP based on semantic gazetteers.  

Results of the CSD location comparison showed that the combined use of non-author-

itative and authoritative data improved location determination. The semantic location 

analysis results indicated some improvements of the location availability of the tweets 

and Crowdmap data; however, the quality of new locations was still uncertain. The 

results of the credibility analysis revealed that the spam email detection approaches 

are feasible for CSD credibility detection. However, it was critical to train the model 

in a controlled environment using structured training including modified training sam-

ples. The use of GIR techniques for CSD relevance analysis provided promising re-

sults. A separate relevance ranked list of the same CSD data was prepared through 

manual analysis. The results revealed that the two lists generally agreed which indi-

cated the system's potential to analyse relevance in a similar way to humans. 

This research showed that the CSD fitness analysis can potentially improve the accu-

racy, reliability and currency of CSD and may be utilised to fill information gaps avail-

able in authoritative sources. The integrated and autonomous CSD qualification frame-

work presented provides a guide for flood disaster first responders and could be 

adapted to support other forms of emergencies. 
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1.1. Background of the research 

In recent years, the world has experienced more frequent and increasingly severe dis-

asters. The Nepal earthquake on 25th April, 2015 killed over 8700 people and injured 

more than 21,000 people. It devastated many historical sites and destroyed over 

500,000 houses worth billions of dollars (OCHA 2015). Typhoon Haiyan (locally 

known as Yolanda), 8th November, 2013 was the deadliest Philippine typhoon rec-

orded, claiming nearly 10,000 lives. Disaster management is a sporadic exercise and 

it cannot be handled effectively by merely providing more and more resources. It is 

impossible to predict accurately the occurrence, frequency or severity of these natural 

disasters. What is required is effective, timely management of the situation to minimise 

further threats to lives and property damage. The management strategies need to be 

dynamic as with a major flood there may be more time available however, a cyclone 

may necessitate rapid management response. The mitigation actions such as carrying 

out awareness campaigns, strengthening the existing weak structures, preparation of 

disaster management plans can reduce human and property losses (Khan et al. 2008). 

Accurate and up-to-date geospatial information is vital in disaster management deci-

sion making. However, difficulties in accessing these services or the lack of real-time 

data of the event can lead to inaccurate or delayed decisions. Therefore, ‘direct input 

of data from those affected by the emergency, can make a life-saving contribution’ 

(Jackson et al. 2010).  

In modern society, the popularity of social media has significantly changed the report-

ing and sharing of disaster related information. The ease of access to modern location 

sensors and readily available free and open source online mapping tools has encour-

aged the citizens to report these events with the assistance of digital online maps. This 

kind of citizen reported data, related to disasters or any other events, is identified as 

Crowdsourced Data (CSD). It can be considered as a 'special case of the more general 

web phenomenon of user generated content' or simply, Volunteered Geographic Infor-

mation (VGI) (Goodchild 2007) which is a subset of CSD. Interestingly, CSD is more 

current and more diverse than conventional geographic information, although quality 

and credibility issues exist. 
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In past decades, disaster management has been successfully supported by Spatial Data 

Infrastructures (SDIs) to provide reliable spatial information (Jackson et al. 2010). The 

SDIs facilitate the spatial data sharing between organisations to discover, access and 

use available spatial data (Rajabifard & Williamson 2001; Rajabifard et al. 2002; Tait 

2005; Foley 2009). In general, the SDIs will ensure the quality of the spatial data being 

shared (ESRI 2010). The traditional SDIs are highly institutionally focused and carry 

‘a significant organisational inertia… an increasingly complex legislative framework 

that is difficult to change’ (McDougall 2009). These rigid organisational structures 

often hinder the benefits and block the direct linkage with CSD which are now widely 

available in social networks and crowd-mapping platforms.  

SDIs are gradually evolving from data centric and process based approaches to user 

centric models (Sadeghi-Niaraki et al. 2010). Semantic based SDIs can also enable the 

automatic searching and processing of geospatial data and services. However, to make 

this a reality, suitable semantic services and user domain ontologies are required 

(Fernandez & Fernandez 2008). There are various definitions available for ontologies 

and Gruber (1993) defines ontologies as 'an explicit specification of a conceptualiza-

tion' which are described formally to 'achieve shared and common understanding of a 

particular domain of interest' (Janowicz & Keßler 2008). Generally, SDI service pro-

viders publish and retrieve spatial information based on the background knowledge. 

The use of semantics and ontologies can enable the SDI service integration (Sadeghi-

Niaraki et al. 2010). 

A key challenge of SDIs is to maintain their spatial data currency. This is due to the 

high cost of accurate spatial data creation and updating, the high level of skills required 

to maintain the systems and the high costs of the infrastructure needed. There are hun-

dreds of SDIs established throughout the world from local, state, national, regional to 

global levels (Rajabifard & Williamson 2001). Goodchild (2007), reminds us that ‘the 

six billion humans constantly moving about the planet collectively possess an incred-

ibly rich store of knowledge about the surface of the earth and its properties’. As a 

result of the recent developments in internet technology and the growing interest in 



Chapter 1: Introduction 

 

4 

 

providing data through social networks, Budhathoki and Nedovic-Budic (2008) iden-

tified the following important questions related to VGI production: 

a. Why are SDIs lacking users while millions of people participate in 

VGI? 

b. What factors lead to the differences of VGI participants freely contrib-

uting GI (Geospatial Information) and why are SDIs often reluctant to 

share information? 

c. Are SDIs and VGI separate phenomenon or do they have some rela-

tionship? 

d. Will it be better for the society if VGI is harmonised? If yes, how can 

it be harmonised? 

 

Therefore, it is important to investigate the possibilities of incorporating freely and 

widely available CSD along with authoritative data to improve applications such as 

disaster management which rely on current and reliable spatial data. Moreover, such 

incorporations may also contribute to the data foundations for future events. The cur-

rent and ongoing research on CSD is investigating the potential quality improvement 

through numerous approaches to enabling CSD to be utilised for critical applications 

such as disaster management. This research focuses on the methods of assessing and 

improving the quality of CSD and fusing this data with authoritative data such as SDI. 

 

1.2. Research formulation 

1.2.1. Statement of research problem 

Current, reliable and high quality spatial data are crucial in successful disaster man-

agement. During current disaster management, available data sources are often not 

optimally configured to enable effective data management. Disaster management staff 

have the options of using government maintained authoritative data or other forms of 
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data such as CSD in fulfilling their spatial data needs. Authoritative government data 

has been the main choice for disaster management staff for many years.  However, the 

lack of currency, completeness, access and availability are increasingly key challenges 

in using such data. Conversely, CSD is freely available and mostly contains current 

information about the event concerned. Disaster related CSD are usually accessible 

through both desktop and mobile social media platforms. It provides a readily available 

source for real-time and dynamic disaster related information to address the above 

currency, completeness, access and availability issues pertaining to authoritative data 

in disaster management. However, the opportunities, challenges and quality issues of 

such data should be carefully analysed prior to utilising this data in critical applications 

such as disaster management. 

The nature of CSD is often very different from the organised and standardised data 

available from SDI sources.  In many cases, CSD may simply be comments regarding 

an incident which has occurred and is posted using base data such as Google Map1 or 

OpenStreetMap2 (OSM). CSD creators are generally laypersons or amateurs and hence 

the end-product may not result in high quality spatial data. Interestingly, the base maps 

used in crowdsourcing may also be developed by the crowd themselves. CSD are cre-

ated in an ‘informal and ad-hoc’ nature and ‘does not typically adhere to formal stand-

ards of geometric precision or meta-data consistency, neither does it provide con-

sistency in coverage of detail’ (Jackson et al. 2010). Basically, there are two views of 

information namely (1) objective understanding which does not depends on the ob-

server or situation and (2) subjective or situational understanding (Hjørland 2007). On 

one hand, CSD are often communications or comments over an incident and they can 

be considered as subjective information. On the other hand, CSD may be based solely 

on observations rather than measurements and it is difficult to measure its quality by 

means of objective criteria (Flanagin & Metzger 2008; Longueville et al. 2010). Tra-

ditional spatial data quality assessment approaches cannot be readily applied over CSD 

                                                 
1https://maps.google.com 
2https://www.openstreetmap.org 
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and hence a more sophisticated and knowledge based approach is proposed in which 

spatial semantics and ontologies are utilized. 

The variability of CSD provides a good opportunity to explore if crowdsourced data 

can be improved to be more authoritative spatial data. To this end, it is argued that 

disaster management can be more effectively supported by optimising the use of CSD 

along with authoritative data by incorporating ontologies and geospatial semantics. 

1.2.2. Aim, research questions and objectives 

In respect of the research problem the main aim of the study was to: 

Develop a semantic quality assurance process for crowdsourced data by analysing its 

quality based on location information availability, credibility and relevance so selected 

CSD can be fused with authoritative data for improved disaster management decision 

making. 

The study identified the following research questions: 

1. What methods could be utilised to improve the quality of CSD to be integrated 

with authoritative data and what are the important factors to be considered in 

deciding the CSD quality? (Chapter 2) 

2. Can a generic spatial data quality matrix be used in CSD quality assessment? 

What benchmarks/ standards will guarantee the qualification level of CSD to 

be integrated with authoritative data? (Chapter 3) 

3. Can crowdsourced data (such as tweets) which are missing the intrinsic loca-

tion data be improved semantically? (Chapters 4, 5) 

4. How can we identify the credibility and relevance of CSD? Can the techniques 

and approaches already available in the domains such as Information Technol-

ogy (IT) be utilized for data validation? (Chapter 6) 

5. How can we improve the quality of CSD to be authoritative data and how can 

we automate the CSD quality assurance process? (Chapters 7, 8) 
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To achieve the above main research aim, the specific objectives formulated in this 

study were to: 

1. Review relevant literature to identify the critical dimensions and approaches 

in assessing the CSD quality and investigate the possibilities to improve 

CSD (Chapters 2, 3); 

2. Develop a process to extract and geo-code the location information of CSD 

using Gazetteers3 and ontologies and assess its quality (Chapters 4, 5); 

3. Assess the credibility of CSD using appropriate filtering and processing 

techniques (Chapter 6); 

4. Assess the relevance of CSD using Natural Language Processing (NLP) and 

Geographic Information Retrieval (GIR) techniques (Chapter 6); 

5. Propose automation techniques to carry out CSD quality assurance pro-

cesses and integrate with authoritative data for disaster management activi-

ties (Chapters 7, 8). 

 

1.3. Justification for research 

The frequency and severity of natural and manmade disasters poses a challenge for 

accessing and managing reliable and up to date spatial data. In the past, spatial data 

collection and manipulation have been managed by governments or related mapping 

authorities and governments that often spend a large percentage of their budgets keep-

ing these spatial data up-to-date and in-line with their related business functions. How-

ever, over the last 10-15 years the role of government mapping agencies has changed 

and a considerable amount of data collection and management is being undertaken by 

private organisations. The government’s exclusive rights of being a spatial data au-

thority has changed in this regard and now the private organisations are slowly becom-

ing significant spatial data providers (McDougall 2009). In the meantime, there is an 

increasing involvement by the private sector and academic sectors in developing SDIs 

                                                 
3 Gazetteers are geospatial dictionaries containing place names and related information 
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(Williamson et al. 2004; Rajabifard et al. 2006). Public authorities have traditionally 

been reluctant to adapt CSD and are challenged by CSD due to the lack of managerial 

control and confidence in the quality of the data as the reliability and trust is unknown 

(Spinsanti & Ostermann 2013). In addition,  citizens are more reluctant to voluntarily 

provide information to government than to private organisations (Economist 2008; 

Coleman et al. 2009). 

The ready access to and availability of substantial amounts of CSD can be an ad-

vantage as there is the potential that this data could contain useful information. CSD 

in general comes from diverse sources and, hence, will be heterogeneous (Spinsanti & 

Ostermann 2010). Inherit problems in data structure, documenting and validation of 

the CSD limits the direct application of this data in scientific and technical analysis 

(Flanagin & Metzger 2008; Longueville et al. 2010). Investigating the ways of inte-

grating subjective information received in the form of CSD with existing SDIs will be 

a major challenge (Spinsanti & Ostermann 2010). By developing a quality assurance 

and improvement mechanism of CSD, society may benefit in disaster warning and 

management. However, a major concern is the quality assessment of crowdsourced 

data, its actuality, credibility and relevance for a selected context (Bishr & Kuhn 2007; 

Flanagin & Metzger 2008).  

 

1.4. Research approach 

This research follows a Design Science (DS) research approach. The purpose of DS 

research in information systems (IS) is to achieve ‘knowledge and understanding of a 

problem domain by building and application of a designed artefact’ (Hevner & 

Chatterjee 2010). Peffers et al. (2007) describes the DS process in six steps:  

1. Problem identification and motivation 

2. Definition of the objectives for a solution  

3. Design and development 
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4. Demonstration 

5. Evaluation  

6. Communication  

The research approach (Figure 1.1) was developed using the concepts of the DS re-

search approach. 

 

 

 

 

 

 

 

 

 

Figure 1.1 Research approach 

 

1.5. Structure of the thesis 

The thesis structure (Figure 1.2) includes eight chapters. Chapter one is the introduc-

tion and it consists of the background to research, statement of research problem, aim, 

research questions and objectives, justification for research, research approach, thesis 

structure and scope and limitations.  

Research formulation 
Research problem, questions, aims and 

objectives 

Research design and development 
Conceptual design, conceptual frame-

work and research approach 

Data collection and analysis 

System automation, evaluation and 
communication 

Process design, development, evaluation 
and research communication 

Stage 1 

Stage 2 

Stage 3 

Stage 4 
R
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Figure 1.2 Thesis structure 

Chapter 1: Introduction 
 Background  research 
 Research formulation 
 Justification for research 
 Research approach 
 Thesis structure, scope and limitations 

Chapter 4: Methodology 
 CSD, VGI, SDI and research gaps 
 Conceptual modelling  
 The 2011 Australian floods and the study area 
 Data collection strategies 
 CSD processing and analysis 

OBJECTIVE 1

Chapter 8: Conclusions and future directions 
 Achievement of research aim and objectives 
 Contributions to original knowledge 
 Recommendations for future research 
 Final remarks 

OBJECTIVE 5

Chapter 2: Disaster management, CSD 
and SDI 

 Disaster management, CSD, Crowd-supported 
disaster management and Ushahidi 

 SDI evolution and disaster management 
 SDI, geospatial CSD and CSD qualification 

OBJECTIVE 1 

Chapter 3: Geospatial data quality, re-
trieval and semantics 

 Geospatial data quality and assessment  
 CSD credibility and relevance 
 Geospatial semantics and ontologies 
 GIR and ontological gazetteers  

OBJECTIVE 1 

Chapter 5: CSD location quality assessment 
 Research methods 
 Results, discussion and conclusions 

OBJECTIVE 2 

 

Chapter 6: CSD credibility and 
relevance assessment 

 Research methods 
 Results, discussion and conclusions 

OBJECTIVES 3 & 4 

Chapter 7: Discussion 
 CSD location availability and its quality 
 Dealing with CSD credibility and relevance 
 Quality assessment of non-textual CSD 
 Automation and CSD-SDI integration 

OBJECTIVE 5
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Chapters two and three present the review of literature related to geospatial 

crowdsourcing, SDIs, disaster management, geospatial data quality, retrieval and geo-

spatial semantics. These two chapters explain how the CSD quality assessment param-

eters have been identified. Chapter four explains the methodology used in the research 

along with the conceptual design, study area and a background of the data used. Chap-

ter five explores the CSD location quality assessment and semantic location extraction 

methods while chapter six develops the CSD credibility and relevance assessment 

techniques. Chapter seven discusses the research findings, system automation possi-

bilities and CSD integration with authoritative data. Finally, chapter eight describes 

the conclusions and recommended future work of this research.  

 

1.6. Scope and limitation 

The study investigates possible ways of identifying credibility and relevance while 

improving the quality of CSD to fuse with authoritative data in the context of disaster 

management actions. Within the possible crisis event domains, this study will be 

mainly focused on flood disasters. Floods and extreme weather events have resulted 

in significant disasters in recent times within Australia as well as around the world. 

The 2011 Australian floods (in South-East Queensland) broke many records, including 

the area inundated, water level rises, costs for recovery and the utilisation of the social 

media in crisis communication. More interestingly, involvement of the communities 

especially through social media such as Twitter4 were eye opening in the case of 2011 

Australian floods (Bruns et al. 2012). This was the motivation to critically assess and 

analyse possible ways of extracting, value adding and further improving information 

fed by the community through social media and micro blogging sites.     

This research aims to contribute to the body of knowledge by developing a novel CSD 

quality assurance process to assist critical decision making in disaster management. 

                                                 
4https://twitter.com 
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Furthermore, the research will contribute more broadly to the knowledge and under-

standing for improving existing CSD quality assurance processes.  

 

1.7. Chapter summary 

This chapter has provided the foundation of the research by introducing the research 

problem along with the aims and objectives. The research and research approach has 

been explained and justified. The research design and structure of the thesis have been 

summarised. The research scope and key limitations of the research work have been 

outlined. The next chapter provides the literature review of CSD, SDI and disaster 

management research including information requirements and crowd involvements in 

disaster management. 
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2.1. Introduction 

The purpose of this chapter is to explore the areas of disaster management, CSD and 

SDIs. The importance, issues and information requirements of disaster management 

and specifically the flood disaster management are discussed.  The chapter also dis-

cusses the definitions, supported technologies, data sources, opportunities, applica-

tions, issues and challenges of CSD. Crowd supported disaster management and the 

Ushahidi5 Crowd-mapping platforms are explored. The evolution of SDIs towards dis-

aster management and the combined use of SDI and CSD are then discussed. Finally, 

CSD qualification opportunities and approaches of fusion with authoritative data are 

examined.  

 

2.2. Disaster management 

The term 'disaster' originated from French terms 'des' meaning bad and 'aster' meaning 

star thus in combination refers to 'Bad or Evil star' (Khan et al. 2008). In theory, a 

disaster is defined as ‘a serious disruption of the functioning of a community or a so-

ciety causing widespread human, material, economic or environmental losses’ where 

the demands exceed the coping capacity of the affected community (UNISDR 2009).  

In natural disasters, the damage is caused by a natural phenomenon or a process. Ex-

amples of natural disasters can include floods, earthquakes, typhoons, tornadoes, vol-

canic eruptions or tsunamis. As it is difficult to predict or influence most natural dis-

asters, the critical intervention is managing the situation and minimising further life 

threats and property damage.  

Disaster management is normally a cyclic process which includes the main phases: 

mitigation, preparedness, recovery and response (Neal 1997; Poser & Dransch 2010). 

Figure 2.1 illustrates these phases and examples of associated activities. The mitigation 

                                                 
5https://www.ushahidi.com/ 
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refers to the limitation and reduction of any adverse impacts of the disaster. In general, 

these adverse impacts cannot be prevented in full, however the 'scale or severity can 

be  substantially lessened by various strategies and actions' (UNISDR 2009). The mit-

igation phase can include the actions of risk identification, risk analysis, risk appraisal 

and land use planning (Poser & Dransch 2010). Preparedness refers to how to respond 

to imminent disasters, that is to utilise knowledge models developed by various gov-

ernment and non-government organizations, professional bodies, communities and in-

dividuals based on the past experiences to effectively cope with future disaster events 

(UNISDR 2009). This can include emergency planning and training and establishing 

and managing early warning systems (Poser & Dransch 2010). During a disaster, the 

main focus is on search and rescue operations and providing humanitarian aids 

(Fiedrich et al. 2000; Poser & Dransch 2010) while maintaining the public safety. The 

objective of the post-disaster recovery phase is to bring activities back to normal after 

the event. This may include damage assessment, rehabilitation and reconstruction of 

damaged sites (Poser & Dransch 2010). 

 

 

 

 

 

 

 

Figure 2.1 The phases of disaster management and related activities (Poser & Dransch 2010) 
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In emergency response, one of the key requirements is to provide shelter and assistance 

to disaster victims (Rawls & Turnquist 2010). Following a disaster, people will nor-

mally search for help and search for their loved ones while disaster first responders' 

primary concerns are: information integration related to the location and capacities of 

resource providers, spatial distribution of victims and immediate requirements for op-

erations such as search and rescue (Fiedrich et al. 2000; Rawls & Turnquist 2010). In 

general, disaster management is a collaborative effort by police, fire, medical and am-

bulance services, non-governmental organizations and volunteers. The required infor-

mation management is also a collaborative effort and no single organisation can main-

tain and keep up to date data (Mansourian et al. 2006).  This research work has mainly 

focussed on the recovery and response phases where the public are mostly interested 

in sharing information.   

2.2.1. Flood disasters and post-flood disaster response 

Floods are considered as the most frequent and damaging type of disasters in the world 

(Jiang et al. 2009) and in Australia caused more loss of life than any other disaster 

(FitzGerald et al. 2010). Floods are often related with rivers and a common cause of 

floods is the high level of precipitation and the resulting river overflows. Flash-floods 

which are the result of extremely heavy rainfall are also common in Australia.  

Similar to the other natural disasters, the risk of floods develops quickly and fade away 

with the time. The disaster management teams may be required to act accordingly in 

different areas of operations including search and rescue for lifesaving, infrastructure 

and resource management, resettlements, rehabilitation and communication during 

and after a flood. Prioritising these activities are essential based on the importance and 

the level of risk at each stage of the flood. As indicated previously, the focus of this 

research is the post-flood disaster management or specifically the post-flood disaster 

response phase. 
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2.2.2. Disaster management information requirements 

Information plays a key role in any type of disaster management and it is important to 

understand what sort of information is required for the selected type of disaster. Steel-

man et al. (2012) conducted a study to understand the information exchange during 

disaster response particularly in wildfires. They identified that during wildfire disaster 

management there is a high demand for information related to fire status and behav-

iour, evacuation and road closures, inter/intra-unit communication, resource status and 

availability, values at risk, information administration, infrastructure and fire potential. 

In crowd-mapping platforms the type of information provided in each stages of disas-

ter may vary.  

Accurate and up-to-date geospatial information is vital in disaster management deci-

sion making. However, in cases of difficulties in accessing these services or lack of 

real-time data about the event, it can lead to inaccurate or delayed decisions. It is of 

utmost importance to arrive at a clear picture of the situation in any disaster before 

deciding the actions. The emergency management teams need to access up-to-date 

spatial data such as road networks, buildings, hospitals, fire stations and medical emer-

gency stations (Mansourian et al. 2006). Ensuring easy access to current and reliable 

data is a key issue in this situation. The social media supported by Web 2.0, which 

emphasizes user-generated content and the dynamic form of the web, has made access 

to current information on a disaster now possible and there is a growing trend to use 

the social media as an 'important technology' for disaster management (Yates & 

Paquette 2011).  

2.2.3. Post - flood disaster response information require-

ments and CSD 

Disaster management information requirements may vary according to the type, stage 

and phase of the disaster. Citizens are actively involved in today's disaster communi-

cations and communicate information on different stages of disasters. CSD generated 
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by the citizens based on each phase of a disaster may be useful for effective disaster 

management. This may include 'information on identification and quantification of 

hazards, vulnerability parameters such as land use and distribution of assets or infor-

mation for emergency action planning such as location of hospitals' and highly dy-

namic information related to the response and recovery phases such as 'observations 

of water levels and inundated areas, damages to infrastructure or the location of rescue 

teams' (Poser & Dransch 2010).  

In the 2011 Australian floods, communications were occurring in near-real-time about 

local flooding, road closures and locations of evacuation centres and then changed to 

locations of bottled water supplies, disposal bin locations, clean up team locations, and 

lost and found pets when the disaster changed to its recovery phase (McDougall 2012). 

This is a good example of understanding the very dynamic and varied nature of CSD 

even within the time span of a single event. 

 

2.3. Crowdsourced Data (CSD) 

The Web 2.0 and related communication developments have created an immense re-

pository of information including user generated content which is a variation to col-

lective intelligence (Antoniou 2011). The popularity of crowdsourced data or user gen-

erated content has increased among scientific groups since Goodchild (2007) coined 

the term VGI (Capineri et al. 2016). Sensors such as cameras and Global Navigation 

Satellite System (GNSS) are now very common and standard features in today's 

smartphones. Other sensors are also common in today’s crowdsourced data collection 

for example, mobile weather data sensors which can provide further inputs and real-

time data  (Sosko & Dalyot 2017). The quality of these sensors is also high and the 

cost is quite low. Anyone with such a smartphone ‘can collect data and report phe-

nomena more easily and cheaply than through official sources’  (Diaz et al. 2012) and 

it 'offers to multidisciplinary scientists an unprecedented opportunity to conduct re-
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search on a variety of topics at multiple scales' (Capineri et al. 2016). Therefore, re-

searchers are now seeking new approaches for improving and managing the quality of 

VGI and CSD in order to increase the utilisation of this data. 

2.3.1. Definitions 

The term 'crowdsourcing' is formed by the words: 'crowd' which refers to the people 

who participates in the initiative; and 'sourcing' referring to the number of procurement 

practices aimed at finding, evaluating and engaging suppliers of goods and services 

(Estellés-Arolas & González-Ladrón-de-Guevara 2012). The data created by 

crowdsourcing with the help of computer communication and other related technolo-

gies is defined as CSD. The crowdsourced geospatial data is identified as Neo-geog-

raphy (Turner 2006), VGI (Goodchild 2007) or very close variations such as partici-

patory geographic information (Elwood 2008b) or do-it-yourself maps (Jackson 2006). 

Capineri et al. (2016) identified the following as essential components of VGI: 

 A geographical reference which represents the 'where we are' or 'where things 

are' information in the form of geo-tags, coordinates or toponyms 

 The data content which can be transformed to information or knowledge (This 

may come in the forms of texts, images, symbols, maps, check-ins, photos, 

videos, drawings, etc.) 

 Attributes including accuracy information, information about the users and 

producers and temporal information 

Although, the definition and coining of the term Neo-geography can be debated,  the 

voluntary engagement in creating geographic information is not new (Goodchild 

2007). Jackson (2006) pointed out that Di-Ann Eisnor, the co-creator of  the Platial6 

website which allows individuals without any programming skills to build personal-

ized maps, first coined the term Neo-geography. Goodchild (2009) identified a defini-

                                                 
6http://www.platial.com 
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tion for Neo-geography which is 'new geography' (Turner 2006) as ‘the usage of geo-

graphical techniques and tools ... for personal and community activities ... by a non-

expert group ...’ based on Wikipedia7 and Turner (2006). Goodchild (2007) defines 

VGI as 'a special case of the more general Web phenomenon of user-generated content' 

which is closely related to the crowdsourcing concepts (Capineri et al. 2016). This 

research uses the terminology VGI and CSD interchangeably as VGI can be consid-

ered as a subset of CSD. 

2.3.2. Data sources 

As indicated previously, CSD comes from diverse sources including social media and 

microblogging sites. Today's citizens ‘share and learn from their experiences through 

text (blogs), photos (Flickr8, Picasa9, Panoramio10, …) and maps (Google Maps, 

Google Earth11, …) not only seeking but also providing information’ (Spinsanti & 

Ostermann 2010). In this context people engaged in CSD production range from nov-

ices to experts in particular field with data originating from different sources including 

'toponyms, GPS tracks, geo-tagged photos, synchronous micro-blogging, social net-

working applications, blogs, sensor measurements, complete topographic maps etc.' 

(Antoniu 2016).  

2.3.3. Supported technologies 

The technological advancements of computing, information systems, positioning and 

telecommunication has boosted the advent of CSD. Moreover, democratization of 

mapping and open source initiatives supported this trend towards geospatial CSD pro-

duction. There are two basic technologies supporting the 'success of crowdsourcing 

geospatial data; (a) geo-referencing, either using GPS or mobile phone positioning and 

(b) the Web 2.0 development including broadband communication' (Heipke 2010). 

                                                 
7 https://wikipedia.org 
8https://www.flickr.com 
9https://picasa.google.com 
10www.panoramio.com 
11https://earth.google.com 
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The information infrastructures, mainly Web 2.0 and easily accessible positioning de-

vices (GPS) has enabled ‘users from many differing and diverse backgrounds’ 

(McDougall 2009). 

Turner (2006) identified the following options for figuring out 'where we are?' or 

'where things are?'. 

GPS or GNSS: GPS is the US built version of Global Navigational Satellite System 

(GNSS). The key, or the most accurate option for neo-geographers is to use the inbuilt 

GPS device to capture the location. The inbuilt GPS is a very common sensor in today's 

mobile devices (e.g. smart phones, tablets etc.) and they are capable to achieving a 

high accuracy compared to the other available options to the citizens ranging from 3-

5 meters horizontally and 10 meters vertically, depending on the environmental con-

ditions. The GPS receiver calculates the global X, Y and Z coordinates by triangulating 

a minimum of four satellites to locate the user.   

Geolocation by IP: An IP (Internet Protocol) address is a unique numerical label as-

signed to all computers, tablets, phones, printers, etc. when they connect to the internet. 

Since the IP address is unique it can be used to denote the physical address of the 

device which is identified as Geo-IP. However, the accuracy of this form of location 

varies with the form of connection to the internet (i.e. Static IPs, GSM cellular modem 

or through proxies) which can generally be brought down to city or post code level of 

accuracy. 

Geolocation by cell tower: A cellular tower can be assigned an accurate location co-

ordinate and this location can be shared with the devices connected to the cell tower. 

Similar to the geolocation by IP, in this instance it uses the wireless base station loca-

tion as a registered user location. However, this method may use multiple cellular sta-

tions and their relative strength to calculate a better location for the device connected. 

The location accuracy of this method is generally around 30 m and it depends on the 

location accuracy of the cell tower and the signal strength.   



Chapter 2: Disaster Management, CSD and SDI 

 

22 

 

Geolocation by Wi-Fi: Another option is to use the Wi-Fi12 hotspot location as the 

user location. A wide range of Wi-Fi hotspots is available in many countries, even in 

regional locations. The connected device location can be calculated using a similar 

technique to the cellular towers based on the signal strength. The location accuracy is 

highly dependent on the signal strength and accuracy of the Wi-Fi hotspot locations 

and is better than geolocation by IP or cell towers but less reliable than GPS.  

Geocoding: Generally, a location is identified as an address (or named location) e.g. 

'300, Healy Street, South Toowoomba'.  Geocoding refers to converting addresses to 

coordinates (e.g. latitude, longitude) automatically using geo-coding services such as 

Google geocoder. Reverse geo-coding in which converting geographic coordinates to 

addresses is also possible through reverse geocoders.  

Crowdsourcing applications such as Twitter may opt to use these various mechanisms 

to enable location in their feeds. However, if users are concerned about their privacy, 

the locations may be coded as an address or toponym within the text. This research 

identifies the first four geo-location options as explicit locations and the fifth one as 

an implicit or semantic location which is still useful for time critical applications in-

cluding disaster management.      

2.3.4. Opportunities and application areas 

The crowd was initially considered as data consumers, however new trends and facil-

ities translated the ‘consumers’ into ‘producers’ (Budhathoki & Nedovic-Budic 2008). 

Turner (2006)  suggests new tools and methods to utilise this data created by ‘neo-

geographers’ in the field of ‘neo-geography’. Although this geographic content is cre-

ated by amateurs or non-geographers, the value of the CSD is well understood. The 

CSD may also create a real opportunity for mapping related organisations to keep their 

data updated and even enrich their databases (Coleman et al. 2009).  

                                                 
12 A technology for wireless local area networking 
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Geospatial CSD, which is sometimes considered as VGI, is important due to its rela-

tively unique characteristics. The knowledge and experience of local producers of such 

CSD may be better than experts of distant government agencies and may create better 

content (Goodchild & Li 2012). This argument aligns with Tobler's (1970) first law of 

geography: ‘everything is related to everything else, but near things are more related 

than distant things’ and hence geospatial CSD could be an important asset as a geo-

spatial information source. The other important fact in supporting geospatial CSD is 

that authoritative data repositories are becoming increasingly out of date. However, 

new techniques  now provide opportunities for collecting more accurate data by citi-

zens (Goodchild & Li 2012). 

2.3.5. Issues and research gaps 

Researchers are still struggling to explain and understand the reasons for volunteers’ 

motivations to generate geographic related information. Coleman et al. (2009) sum-

marized a list of eight motivations in providing constructive contributions including 

(1) altruism, (2) professional or personal interest, (3) intellectual stimulation, (4) pro-

tection or enhancement of a personal investment, (5) social reward, (6) enhanced per-

sonal reputation, (7) outlet for creative & independent self-expression and (8) pride of 

place.   

Data quality is considered as the key issue with respect to the CSD (Flanagin & 

Metzger 2008; Coleman 2013; Fonte et al. 2015; Senaratne et al. 2016). Variability in 

quality may emerge when using CSD collected from social media such as Twitter due 

to spontaneous responses from a heterogeneously interested community (Capineri et 

al. 2016).  Cooper et al. (2011) identified that the biggest challenge of VGI is its ina-

bility to be assessed at the time of its creation. Moreover, they suggest that spatial data 

quality is highly subjective and the VGI producers are unable to assess their contribu-

tion as the expected quality is highly depend on the user, purpose and context of the 

usage. Another issue in CSD is the location ambiguity. With geo-referenced CSD lo-

cations, ambiguities such as geo-geo ambiguity may exist (i.e. the same name may 
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represent multiple locations and same location can have multiple names) or geo-non-

geo ambiguity (i.e. the ambiguity of non-locational names and actual locations e.g. 

Sydney as a name versus a city). 

In Twitter, the conversation is limited to 140 characters, so the users need to pass their 

messages (tweets) very concisely using quite different terminology including abbrevi-

ations, modified terms or slang terms. If the user is skilful and experienced in enabling 

the location in their tweets, their geo-tagged messages may include locational data. 

However, the location availability is generally disabled due to concerns in regard to 

privacy or a lack of knowledge of the user on the locational settings. Therefore, care 

must be taken when considering Twitter as a geospatial data source (Koswatte et al. 

2014).  

Criscuolo et al. (2016) pointed out three issues pertaining to CSD namely:  

1. missing meta information in part or whole (i.e. temporal and geographic refer-

ences, spatial resolution, quality and validity, constraints, etc.) which allows 

the precise location in space and time, including the associated usage parame-

ters (i.e. acquisition procedure, measurement accuracy, instrumental precision, 

time stamp, contact details etc.) 

2. difficulties in spatial overlay and thematic integration due to 'different or com-

monly undefined instrumental precision, reference systems, spatial and tem-

poral granularity, together with the absence of common attributes and concep-

tual schemas' 

3. issues related to trustworthiness of the contributions 

CSD generated by the citizens may also be important for managing natural disasters 

such as floods. However, despite the advantages the use of such information may be 

challenging due to (1) unpredictable availability, (2) unknown data quality, (3) bias 

towards severe events, (4) localisation issues and (5) data collection and data structure 

issues.  
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In general, crowdsourced geospatial data are mostly unstructured and the accuracy un-

documented. Different vocabularies and concepts used in CSD production are often 

transmitted in different languages. Having a common understanding of these diverse 

conceptualizations and terminologies is important for critical applications such as dis-

aster management. Misunderstandings could lead to severe consequences, even the 

loss of life. The conventional way of dealing with conceptual diversity is to use special 

glossaries and vocabularies developed in the disaster management domain. However, 

these guides are quite incomplete when handling social media communications.  

Researchers have proposed various measures (e.g. based on International Organisation 

of Standards-ISO13 principles and guidelines) and indicators (other proxies) (Antoniou 

& Skopeliti 2015) for VGI and CSD quality assessment. A recent and more detailed 

review on VGI quality assessment is given in Senaratne et al. (2016).  The authors 

have identified seven measures and ten indicators within the 56 papers they surveyed. 

The three most prominent measures included credibility (Metzger 2007; Bishr & 

Mantelas 2008; Van Exel & Dias 2011; Keßler & de Groot 2013), completeness 

(Koukoletsos et al. 2012) and vagueness (De Longueville et al. 2010). 

 

2.4. Crowd supported disaster management and Ush-

ahidi Crowd-mapping platform 

Successful decisions in disaster management are often solely based on the availability 

of current and reliable data. It is of utmost importance to arrive at a clear picture of the 

situation in any disaster before deciding the actions. The social media supported by 

Web 2.0 has made access to current information on a disaster now possible.  In the 

recent times, it can be seen that there is a growing trend to use the social media as a 

key data source for disaster management information (Gao et al. 2011; Yates & 

                                                 
13http://www.iso.org/ 
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Paquette 2011). Examples such as Sahana14 (Currion et al. 2007), an open source soft-

ware developed in Sri Lanka to assist with the 2004 Tsunami and later with the 2005 

Pakistan earthquake, the 2005 Philippine mud slide, 2007 earthquake in Peru and the 

2008 earthquake in China (Bahree 2008) clearly evidence the potential of 

crowdsourced information in natural disaster mitigation.  Moreover, crowdsourced 

data has contributed greatly ‘in fighting wild fires in California, in mapping and mon-

itoring Gulf oil spills and responding to the Haiti Earthquake. Social media has also 

had a significant impact in riot containment or ‘kettling’ in London, and the so called 

‘Arab Spring’ in Middle Eastern countries’ (Harris & Lafone 2012) and in flood re-

search (Schade et al. 2010). 

It can be seen with the recent disasters that ‘today’s emergencies are typically first 

seen through the ‘eyes’ of personal mobile camera phones that transmit in near real-

time to international media broadcasting organizations rather than through formal gov-

ernment communication channels’ (Jackson et al. 2010). This enables disaster infor-

mation to potentially reach millions of people within minutes. 

Another example of crowdsourced mapping platforms is the Ushahidi platform which 

was initially developed to easily capture crowd inputs by cell phones or emails (Bahree 

2008; Longueville et al. 2010). Ushahidi means ‘testimony’ in Swahili, and is a plat-

form that was utilised to report on election violence in Kenya. Over time, its popularity 

increased and the platform has been successfully deployed in a number of disasters 

around the world. Users can report incidents through various forms including SMS 

(Short Message Service), email and the internet. The most notable advantage is the 

convenient use of mobile devices which leads to the onsite incident reporting.  

The Uhsahidi platform has been used successfully in a range of disasters including the 

2011 Australian floods, the Christchurch New Zealand earth quake and the tsunami in 

Japan. From December, 2010 to February, 2011 the people of Australia (especially 

                                                 
14 http://sahanafoundation.org 
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Queensland), experienced a series of damaging flash floods. In February 2011, Christ-

church was hit by a magnitude 6.3 earthquake which caused widespread damage across 

the city killing 181 people and over NZ $20 billion in property damage. In March 

2011, a massive earthquake of magnitude 8.9 estimated at 100 times more powerful 

than the Christchurch earthquake occurred in Japan causing over 20,000 deaths and 

more than US $300 billion damage to properties and infrastructure (McDougall 2012). 

The citizen responses through the established Crowdmaps based on the Ushahidi plat-

form were part of each of these disaster responses. Table 2.1 shows the characteristics 

of Crowdmaps used in the three disasters. 

Table 2.1 Characteristics of Crowdmaps used in three disasters (McDougall 2012) 

Characteristic Queensland 
Floods 

Christchurch 
Earthquake 

Japanese Tsunami

Site establish-
ment time 

Approximately 48 
hrs 

12-24 hrs 6-12 hrs 

Utilisation Alerts, photo, 
blocked roads, re-
covery points  

Hazards, road clo-
sures, drinking wa-
ter, building dam-
age 

Trapped people, danger-
ous areas that should be 
avoided, and supplies of 
food and clean water 

Lifecycle Active for approxi-
mately 5 weeks 

Active for approxi-
mately 3 weeks 

Active 8 months after tsu-
nami 

Reported quality  99% verified re-
ports 

Unknown 6.1% verified 

Availability of 
site 

Data currently ac-
cessible 

Site not available Active 

Number of re-
ports 

98,000 >100,000 >12,600 
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2.5. SDI evolution towards disaster management 

2.5.1. Spatial Data Infrastructures (SDIs)  

SDIs can be referred to as the collection of technologies, policies and institutional ar-

rangements enabling the ready access to spatial data (Nebert 2004; Ajmar et al. 2008). 

It provides the basis for facilitation and coordination of spatial data exchange and spa-

tial data sharing among stakeholders from different jurisdictional levels in the spatial 

data community (Rajabifard & Williamson 2001; McDougall et al. 2009). With refer-

ence to the existing definitions for SDI, the main components of SDI are people, access 

network, policies, standards and data. These components can be classified as the basic 

components of SDIs. Although a number of the basic components of any SDI will be 

similar, the content of each component of a SDI might be different from the same 

component of another SDI (Rajabifard et al. 1999). 

Traditionally, SDIs have a top down structure in which organisations govern all the 

processes and the user generally receives the final product. This is a mismatch with 

the concepts of Web 2.0 and with the notion of CSD. According to the concepts of 

Web 2.0, it is identified as a user driven web. In previous forms of the Web, the infor-

mation/data flow was mainly unidirectional. However, this has recently changed to a 

bidirectional data flow and user generated content, usability and with interoperability 

emphasised. To match the concepts and for smooth functional transition of SDIs to-

wards the current form of the web technology, Bishr and Kuhn (2007) suggests the 

inversion of the process from Top-down to Bottom-up which also clears the path for 

the next generation SDIs. 

In 1990s, the accepted spatial data model was in pyramid style (Figure 2.2) which was 

based on government data sources; however, in more recent years, this pyramid is in-

creasingly inverted (Harris & Lafone 2012). Related Application Programming Inter-

faces (APIs) also need to be improved to make them more user-friendly and, therefore 
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‘it is likely that SDIs and data stores will need to be retro-fashioned into API integra-

tion systems to ease the integration of past and future data sets’ (Harris & Lafone 

2012).  

 

 

 

 

 

 

Figure 2.2 The spatial data sources old and new paradigms (Harris & Lafone 2012) 

The popularity of location sensor enabled (GPS) mobile devices along with interactive 

web services such as Google Maps, OSM or Wikimapia15, have created a user friendly 

platform for citizens to engage in mapping related activities (Elwood 2008a). This kind 

of platform will support and encourage crowdsourced geospatial data. Previously, to 

perform such tasks required highly technical skills and theoretical backgrounds in sur-

veying, mapping and cartography. The citizens’ engagement of spatial data generation 

in this manner has opened a potentially new data source for SDIs. 

2.5.2. The role of SDIs in disaster management 

SDI facilitates disaster management as it facilitates the collaboration in spatial data 

collection and sharing among the parties involved in disaster management through web 

based tools (Mansourian et al. 2006) and in mobile  and crowdsource contexts (Laura 

et al. 2012; Koswatte et al. 2015). In general, SDIs facilitate access to geographically-

                                                 
15http://wikimapia.org 

Old Paradigm New Paradigm 
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related information using a minimum set of standard practices, protocols, and specifi-

cations and commonly delivered electronically via the internet (Ajmar et al. 2008). 

SDIs can also be used to improve the efficiency in the areas of short-term disaster 

response capacities, long-term risk reduction, development and environmental protec-

tion activities (Ajmar et al. 2008).  

As an authoritative data source, SDIs have played a key role in disaster management 

for a considerable time. Nowadays, it is possible to gather large amounts of spatial 

data in the form of crowd generated spatial data content. This leads to the question, is 

it possible to create a link between SDI and CSD to make the disaster management 

actions more effective? When exploring the evolution of SDIs, it can be seen from its 

beginning that the majority of SDIs have been led by National Mapping Agencies 

(NMAs) of various countries (Williamson et al. 2005) and have considered users as 

passive recipients (Budhathoki & Nedovic-Budic 2008). However, compared with the 

current trends, it is the users that can potentially contribute towards the development 

of SDI. In addressing this issue Budhathoki and Nedovic-Budic (2008) suggest we 

should reconceptualise the role of the ‘user’ of SDIs to be a ‘producer’ and to include 

crowdsourced spatial data in the SDI-related processes.  

 

2.6. SDI and geospatial CSD: the formal and informal 

combined 

SDIs are generally considered as more formal, being highly institutionalized and hav-

ing more traditional architectures. In line with the SDI framework, each dataset usually 

undergoes thorough standardisation procedures and SDI data is generally maintained 

by skilled and qualified people. Therefore, the cost of creation, management and 

maintenance is high. SDIs are mainly held by governments and are mostly standards 

centric as this is important for structuring and communicating data. The standardiza-

tion is by means of structure (syntax) as well as meaning (semantic) (Hart & Dolbear 



Chapter 2: Disaster Management, CSD and SDI 

 

31 

 

2013). Generally, the crowdsourced geospatial data comes from citizens and hence the 

information is often unstructured, not well documented and loosely coupled with 

metadata. However, crowd-generated geospatial data is more current and diverse in 

contrast to SDI data.  

Jackson et al. (2010) studied the synergistic use of authoritative government and 

crowdsourced data for disaster response. They critically compared the clash of two 

paradigms of CSD and authoritative data as identified in Table 2.2. As can be noted in 

this table the two forms of data may seem as if they are diametrically opposed. How-

ever, the shortfalls of SDIs such as their lack of currency could possibly be more ef-

fectively addressed through CSD. 

Table 2.2 A comparison of two paradigms: CSD and Authoritative data (Jackson et al. 2010) 

CSD Authoritative Government Data 

‘Simple’ consumer driven Web ser-
vices for data collection and pro-
cessing. 

‘Complex’ institutional survey and 
GIS applications. 

Near ‘real-time’ data collection and 
continuing data input allowing trend 
analysis. 

‘Historic’ and ‘snap-shot’ map data. 

Free ‘un-calibrated’ data however, of-
ten at high resolution and up-to-the 
minute. 

Quality assured ‘expensive’ data. 

‘Unstructured’ and mass consumer 
driven metadata and mashups. 

‘Structured’ and institutional metadata 
in defined but often rigid ontologies. 

Unconstrained capture and distribution 
of spatial data from ‘ubiquitous’ mo-
bile devices with high resolution cam-
eras and positioning capabilities. 

‘Controlled’ licensing, access policies 
and digital rights. 

Non-systematic and incomplete cover-
age. 

Systematic and comprehensive cover-
age. 

 

 



Chapter 2: Disaster Management, CSD and SDI 

 

32 

 

2.7. CSD qualification to fit with Authoritative data 

To use CSD confidently in critical applications, it is important to increase the quality 

of CSD up to an acceptable level that will match the quality requirements of authori-

tative data. It has also been identified that the comprehensiveness of coverages is im-

portant for effective decision making in disaster management. To this end, it is im-

portant to understand the CSD production process i.e. who is producing CSD and what 

motivates them to do so? Coleman et al. (2009) carried out an interesting study to find 

out 'the nature of motivation of VGI producers' and identified that the 'pride of place' 

is an important fact that motivates individuals contributing updates such as centrelines 

of roads and POIs in their localities in Google Earth, OpenStreetMap and Tele Atlas 

(now owned by TomTom) or NAVTEQ16 (Navigation Technologies Corporation) 

(was acquired by Nokia in 2007/2008). According to Coleman et al. (2009) the major-

ity of VGI contributors are doing it occasionally and mostly are interested amateurs. 

They also pointed out that there are some intruders contributing at large with negative 

motivations such as mischief, agenda, malice and/or criminal intent which could have 

serious consequences by damaging contributions e.g. partially deleting a map. In the 

case of misinformation, there may be two categories i.e. unintentional in which the 

provider believes that it is reliable new information however it is not, and deliberate 

or intentional misinformation based on a conscious agenda (Coleman et al. 2009). 

The CSD producers may not be interested in contributing when there are strict speci-

fications (Girres & Touya 2010) as people always value their freedom to act. As they 

contribute their time and effort in CSD production for free, they see no reason for them 

to follow any rules or specifications. Girres and Touya (2010) also suggest that the 

‘success of VGI lies in the simplicity of contributions’ and needs the ‘ideal balance 

between specifications and contribution freedom’. Brando and Bucher (2010) pro-

posed to let contributors act freely and check the contributions consistently with spec-

ifications. These specifications were expected to assist in three ways by including on 

                                                 
16 An American Chicago based provider of geographic information system (GIS) 
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the fly consistency checking, improvement of the quality of CSD through external ref-

erences and reconciliation of concurrent data editions.  

It is obvious that the CSD may be a mix of good and bad geospatial information created 

by volunteers ranging from complete novices to experts. Filtering the high quality and 

reliable information out of this mix is very challenging. The geospatial data that comes 

in the form of CSD may not always be an alternative to the authoritative geospatial 

data. However, it may be more useful as a tool to fill the information gaps especially 

currency and incompleteness of the authoritative data. Techniques such as real-time or 

post spam/rumour detection, source/information credibility and relevance analysis, lo-

cation quality analysis and quality improvement are some key steps identified for CSD 

qualification and fusing with authoritative data such as SDIs. The CSD quality assess-

ment parameters, methods and improvement approaches will be discussed in detail in 

the next chapters. 

 

2.8. Chapter summary 

Disaster management, SDI and CSD are interlinked fields in today's connected world. 

Conventional disaster management mostly relies on authoritative and structured data 

such as SDIs. With the development of Web 2.0 concepts and inverted web architec-

tures the crowd was empowered and more user centred applications were developed. 

A new form of free and widely available data has emerged and has created numerous 

opportunities and challenges. This new form of data was termed as crowdsourced data 

and it has initiated new research in the context of spatial data quality.  

This chapter investigated the backgrounds of disaster management, SDI and CSD. De-

velopments in the disaster management field and its information requirements were 

discussed with a special focus on flood disasters. The definitions, supported technolo-

gies, data sources, opportunities, application areas, issues and research gaps of CSD 

were explored. Disaster management and how it is supported by new crisis mapping 
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platforms and data were discussed. The background of SDI, its evolution towards dis-

aster management, the role of SDIs in disaster management and the opportunities of 

combining SDIs and CSD were explored. Finally, the CSD and authoritative data such 

as SDI combination opportunities were discussed.  

Although the CSD has emerged as a potential data source for many applications, ex-

isting disaster management agencies have not fully utilised or recognised the value of 

CSD. Therefore, further research is required to ensure the quality of CSD and its value  

in a disaster context.  

The next chapter will discuss CSD quality aspects, retrieval methods and geospatial 

semantics. 
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3.1. Introduction 

The previous chapter examined the concepts, developments and related literature about 

disaster management, CSD and SDIs. The challenges, opportunities and research gaps 

regarding the utilisation of CSD were also discussed. The purpose of this chapter is to 

understand the geospatial data quality, retrieval and semantics in relation to CSD. The 

spatial data quality aspects, quality elements and assessment approaches including the 

history are discussed and the CSD credibility, relevance and related research ap-

proaches are explored. The use of the naïve Bayes theorem-based spam email detection 

approach for CSD credibility detection is explored. The methods and relevance assess-

ment used in Geographic Information Retrieval (GIR) for assessing CSD relevance for 

post-flood disaster management are explained. Moreover, GIR concepts, the use of 

Natural Language Processing (NLP) techniques, semantics, ontologies and gazetteers 

for GIR are examined. Finally, a development procedure for an ontological gazetteer 

and the General Architecture for Text Engineering (GATE17) software and its compo-

nents are also discussed.   

 

3.2. Geospatial data quality aspects and CSD quality 

assessment approaches 

Spatial data quality has been a key issue for researchers since the advent of Geographic 

Information Systems (GIS) technology (Chrisman 1984; Oort 2006; Criscuolo et al. 

2016) with many researchers and organisations identifying spatial data quality issues 

(Devillers et al. 2010). In 2002 ‘quality aspects of geographic information was en-

shrined in the ISO codes 19113 (quality principles) and 19114 (quality evaluation pro-

cedure) (Haklay 2010). Similarly, the quality of CSD is also a complex issue which 

                                                 
17 https://gate.ac.uk 
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includes characteristics of data and its producers and the context of the application 

(Criscuolo et al. 2016). 

From a consumer's perspective, high-quality spatial data should be 'intrinsically good' 

and 'contextually appropriate' to the task in hand (Wang & Strong 1996). Measuring 

the intrinsic quality is more relevant to conventional geospatial data and judgment of 

extrinsic quality is more useful to crowdsourced type data. Generally, the refresh rate 

of CSD (i.e. the update frequency) is believed to be higher than conventional authori-

tative data, particularly when they are associated with dynamic and cyclical events. 

Therefore, CSD might be considered as more up-to-date than conventional data repos-

itories. As uncertainty is a key issue related to CSD, the quality assessment is vital 

before this data is utilised in  applications such as disaster management (Koswatte et 

al. 2015).  

CSD and VGI quality assessment research has suggested various metrics (Antoniou & 

Skopeliti 2015). Detailed reviews on the recent CSD and VGI quality assessment ap-

proaches can be found on Wiggins et al. (2011), Bordogna et al. (2014), Antoniou and 

Skopeliti (2015), Senaratne et al. (2016) and Criscuolo et al. (2016).  

CSD and VGI quality control research has identified two quality assessment ap-

proaches, namely quality by measures (quality as accuracy) or quality by indicators 

(quality as credibility) (Flanagin & Metzger 2008; Antoniou & Skopeliti 2015). How-

ever, the quality as accuracy (quality by measures) may not be considered to be the 

best approach as VGI and CSD quality is mostly undocumented (Antoniou 2011). 

Hence, the general spatial data accuracy assessment parameters including complete-

ness, logical consistency, positional accuracy, temporal accuracy, thematic accuracy, 

purpose, usage, lineage (Girres & Touya 2010; Haklay 2010; Goodchild & Li 2012), 

attribute accuracy (Girres & Touya 2010), semantic accuracy (Goodchild & Li 2012), 

definition, coverage, legitimacy and accessibility (Kim 2013) are still questionable in 

VGI/CSD quality assessment based on measures. A number of researchers (Flanagin 

& Metzger 2008; Grira et al. 2010; Ostermann & Spinsanti 2011; Craglia et al. 2012; 
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Kim 2013; Spinsanti & Ostermann 2013; Antoniou & Skopeliti 2015; Criscuolo et al. 

2016; Hung et al. 2016) have suggested credibility and relevance are more pragmatic 

CSD quality indicators. However, the existing methods in this regime are still imma-

ture.        

Many parameters related to geospatial CSD production such as the level of user ex-

pertise, their motivation, methods of data creation and expected maximum accuracy 

level are mostly uncertain (Flanagin & Metzger 2008). In solving the quality issues 

pertaining to CSD for disaster management applications, it is useful to understand the 

role of disaster responders and the specific requirements of CSD in respect to their 

spatial data needs. On one hand, relevant and credible data of the event concerned are 

crucial in their decision making. On the other hand, recent studies suggest the need to 

further analyse the quality of CSD by assessing credibility and relevance. Reinforcing 

the control over the data production chain such as using standardised data creation 

methods, using well trained volunteers (Lee 1994),  crowd  quality control (Bishr & 

Mantelas 2008), and filtering good quality information from abundant data (Krumm 

& Mummidi 2008) are some of the identified credibility resolving strategies. However, 

the definitions and semantic meanings of relevance and credibility are still not clear.   

Recent research conducted by Hung et al. (2016) identified the possibility of using 

statistical methods to assess the credibility of VGI. They used the 2011 Australian 

flood VGI data set as the training data and the 2013 Brisbane floods data as the testing 

data set. Their approach (Figure 3.1) was to use binary logistic regression modelling 

to achieve an overall accuracy 90.5% for a training model and 80.4% accuracy for the 

testing data set. They highlighted the potential of using statistical approaches for effi-

ciently analysing the CSD credibility and for rapid decision making in the disaster 

management sector even without real-time or near real-time information. 
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Figure 3.1 A flood related VGI credibility assessment method (Hung et al. 2016) 

Longueville et al.  (2010) proposed a generic workflow which used prior information 

about the phenomenon and reasoning techniques to improve the reliability of VGI. 

Ostermann and Spinsanti (2010) extended this work to develop a method to validate 

and assess the relevance of VGI in the context of forest fires. Figure 3.2 shows the 

workflow they used in this scenario. They used four elements including source repu-

tation, spatial and temporal validity of the source’s profile, tagging VGI with keywords 

and VGI cross-referencing.  

 

 

 

 

 

 

Figure 3.2 The VGI quality assessment workflow (Spinsanti & Ostermann 2010) 
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Osterman and Spinsanti (2011) again came up with a conceptual framework to auto-

matically assess the quality of VGI in disaster events. Their approach simplistically 

analysed CSD based on keywords which could arise in the context of forest fires. They 

identified three main challenges pertaining to CSD: the sheer volume, unclear structure 

and poor-quality control. However, what was lacking in their model was to semanti-

cally handle the different meanings in the keywords. CSD credibility can be manipu-

lated by considering people’s perception of information source credibility (Flanagin & 

Metzger 2008).  

Brando and Bucher (2010) proposed an approach for improving CSD quality based on 

formal specifications and external reference data. Their focus was to improve quality 

in both production and provision of metadata for the users. Girres and Touya (2010) 

assessed the quality of the French OpenStreetMap (OSM) dataset using the elements 

of geometric, attribute, semantic and temporal accuracy, logical consistency, com-

pleteness, lineage and usage. They suggested that the improvement of geospatial CSD 

requires finding the ideal balance between specifications and contribution freedom.  

Bishr and Kuhn (2007) developed a method to use trust as a function of the temporal 

and spatial dimensions. According to the authors, three important challenges of CSD 

that are similar to VGI are ‘how to filter correct data, how to provide metadata for VGI 

and how to explicate semantics of VGI’. Collaborators with a high reputation should 

be able to share data with ‘more reliability and quality’ (Bishr & Kuhn 2007). Bakri 

and Fairbairn (2011) conducted research to study the use of semantic similarity 

measures to analyse the semantic heterogeneity between CSD and formal data and 

concluded that semantic similarity alone will not solve the issue. 
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3.3. CSD credibility and relevance 

3.3.1. CSD credibility 

Hovland et al. (1953) defined credibility as ‘the believability of a source or message’ 

which comprises primarily of two dimensions, trustworthiness and expertise. How-

ever, as identified by Flanagin and Metzger (2008), the dimensions of trust and exper-

tise can also be considered as being subjectively perceived, as the study of credibility 

is highly interdisciplinary and the definition of credibility varies according to the field 

of study. While the scientific community view credibility as an objective property of 

information quality, the communication and social psychology researchers treat cred-

ibility more as a perceptual variable (Fogg & Tseng 1999; Flanagin & Metzger 2008). 

According to Fogg and Tseng (1999) credibility is defined as ‘a perceived quality 

made up of multiple dimensions such as trustworthiness and expertise’ or simply as 

believability.  

In recent times, there has been an increased interest in the use of CSD for both research 

and commercial applications. VGI production and use have also become simpler than 

ever before with technological developments in mobile communication, positioning 

technologies, smart phone applications and other infrastructure developments which 

support easy to use mobile applications. However, data quality issues such as credibil-

ity, relevance, reliability, data structures, incomplete location information, missing 

metadata and validity continue to limit its usage and potential benefits (Flanagin & 

Metzger 2008; De Longueville et al. 2010; Koswatte et al. 2016).  

VGI quality can be described in terms of quality measures and quality indicators 

(Antoniou & Skopeliti 2015). The quality measures of spatial data have largely fo-

cused on quantitative measures such as completeness, logical consistency, positional 

accuracy, temporal accuracy and thematic accuracy whilst the quality indicators are 

often more difficult to measure and refer to areas such as purpose, usage, trustworthi-

ness, content quality, credibility and relevance (Senaratne et al. 2016). However, in 
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CSD it may not always be appropriate to trust the information provided by the volun-

teers as their experience and expertise varies dramatically and assessing the credibility 

of the provider may be impractical. In particular, the volunteers in a disaster situation 

are often extremely heterogeneous and their input only occurs during a short period. 

Hence, it is difficult to profile these contributors, unlike many users of Twitter which 

may have a long history of activity. Therefore, a key challenge is to assess the credi-

bility of the provided data in order to utilise it for future decision making.  

A popular approach to assess credibility in spam email detection is to numerically es-

timate the ‘degree on belief’ (Robinson 2003) by analysing the email content using 

natural language processing and machine learning techniques. Natural language pro-

cessing is a commonly used term to describe the use of computing techniques to ana-

lyse and understand natural language and speech. These approaches have been suc-

cessfully applied to the detection of spam in Twitter messages (Wang 2010).  

Credibility analysis approaches and the methods will vary depending on the context. 

Studies conducted by Bishr and Kuhn (2007), Noy et al. (2008), Janowicz et al. (2010), 

Sadeghi-Niaraki et al. (2010), and Shvaiko and Euzenat (2013) have identified the 

importance and usefulness of spatial semantics and ontologies in assessing the quality 

of CSD. Most approaches tackle CSD quality by qualifying contributors and contribu-

tions (Brando & Bucher 2010). The quality based on contributions has mostly been 

validated using rating systems (Elwood 2008a; Brando & Bucher 2010) and using a 

reference data set (Haklay 2010; Goodchild & Li 2012). The flood disaster related 

CSD is different in the sense of its timespan and contributors. They are collected in a 

very short period of time and the contributors will also vary with the event. Credibility 

analysis through source reputation analysis will be highly challenging in this context, 

so a more feasible option is the analysis of information credibility.  

Given the variability of contributors of CSD during a disaster event, and the complex-

ities in qualifying the expertise or experience of contributors, a content analysis ap-

proach may provide the greatest likelihood of success for this research.  
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3.3.1.1. Statistical approaches for CSD credibility detection in disaster 

management 

Disaster related CSD is quite different in the sense of its lifetime and contributors. 

Data are often collected over a very short period of time with many different contrib-

utors during the event. Kim (2013) developed a framework to assess the credibility of 

a VGI dataset from the 2010 Haiti earthquake based on a Bayesian Network model. 

The outcomes of this earthquake damage assessment study were compared with the 

results from official sources. The author reported that 'the experiments have not only 

demonstrated microscopic effects on the individual data, but also showed the macro-

scopic variations of the overall damage patterns by the credibility model'. The model 

was identified as being more suitable for post disaster management purposes.  

In filter based classification processes, it is important to simplify the message content 

using transformations including tokenizing (extracting words), stemming (removing 

derivational affixes) and lemmatizing (remove inflectional endings and returning the 

base or dictionary form of the word) (Figure 3.3) which may improve the classification 

accuracy and performance (Guzella & Caminhas 2009).  

 

 

 

 

 

 

 

Figure 3.3 Main steps involved in filter based email classification (Guzella & Caminhas 

2009) 
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Credibility can be calculated and rated into different levels which may be useful for 

disaster management staff. However, in critical events such as disaster management, a 

binary form of credibility representation would be simpler and less confusing for the 

general public (Ostermann & Spinsanti 2011).  

Why	use	spam	email	detection	as	an	approach	for	CSD	credibility	detection	

Spam email is considered as 'unsolicited bulk email' in its shortest definition (Blanzieri 

& Bryl 2008). Spam emails cost industries billions of dollars annually through the 

misuse of computing resources and the additional time required by users to sort emails. 

Spam emails can often carry computer viruses and also violate users’ privacy 

(Blanzieri & Bryl 2008). Compared to the spam emails, CSD has some similarities and 

differences. Firstly, CSD also has a mixture of content that varies in credibility and the 

CSD events often generate large volumes of data.  Emails, including spam emails, 

often have a specified structure (sender, body text and header), however, CSD often 

lacks structure. Finally, the aim of the filtering data to identify legitimate or credible 

content is similar in both cases.  

Spam email detection (Cranor & LaMacchia 1998; Pantel & Lin 1998; Robinson 2003; 

Metsis et al. 2006; Lopes et al. 2011), junk-email detection (Sahami et al. 1998) or 

anti-spam filtering (Androutsopoulos et al. 2000; Schneider 2003) research has a long 

history which grew from the commercialization of the internet in mid 1990s (Cranor 

& LaMacchia 1998). Researchers have explored various approaches with Content 

Based Filters (CBF) or Bayesian filters being the most popular anti-spam systems 

(Lopes et al. 2011). Wang (2010) tested a Bayesian classifier for spam detection in 

Twitter and confirmed that Bayesian classifiers performed highly in terms of weighted 

recall and precision, and outperformed the decision tree, neural network, support vec-

tor machines, and k-nearest neighbour’s classifications.  

Castillo et al. (2011) analysed the news worthiness of tweets using a supervised clas-

sifier whilst Kang et al. (2012) analysed the ‘credible individual tweets or users’ based 

on three models (social model, content model and hybrid model) using Bayesian and 
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other classifiers. These studies support the use of a modified Bayesian approach for 

assessing the credibility of crowdsourced data. 

3.3.1.2. A naïve Bayesian Network based model for CSD credibility de-

tection 

The Bayesian Networks (BNs) were initially identified as powerful tools for 

knowledge representations and inference. With the advent of naïve Bayesian Net-

works, which are simple BNs that assume all attributes are independent, the classifi-

cation power of BNs were expanded (Cheng & Greiner 1999).  

A credibility detection function can be defined as, 

݂ሺ݉, ሻߠ ൌ ቄ
																												௖௥௘ௗ௜௕௟௘ݐ
																						௨௡௥௘௟௜௔௕௟௘ݐ

 

 

Where ݉	is a message to be classified, 	ߠ is a vector of parameters, and ݐ௖௥௘ௗ௜௕௟௘			and 

 . are tags to be assigned based on the threshold T to the messages			௨௡௥௘௟௜௔௕௟௘ݐ

The vector of parameters ߠ is the result of training the classifier on a pre-collected 

dataset: 

ߠ ൌ Θሺܯሻ 

ܯ ൌ ൛൫݉ଵ,݈ଵ൯, ൫݉ଶ,݈ଶ൯, … ൫݉௡,݈௡൯ൟ, ݈௜ ∈ ሼݐ௖௥௘ௗ௜௕௟௘,  ௨௡௥௘௟௜௔௕௟௘ሽ	ݐ

Where ݉ଵ,݉ଶ …݉௡ are previously collected messages, ݈ଵ, ݈ଶ … ݈௡are the correspond-

ing labels, and Θ is the training function. 

As Guzella and Caminhas (2009) defined; if a given message is represented by   ݔԦ ൌ

ሾݔଵ, ,ଶݔ ܿ ௡ሿ which belongs to classݔ	… ∈ ሺݏ: ,݉ܽ݌ݏ ݈:  ሻ , the probability݁ݐܽ݉݅ݐ݈݅݃݁

Pr	ሺܿ|ݔԦሻ that  a message is classified as c and represented by ݔԦ can be written as, 

if݂ሺ݉, ሻߠ ൐ ܶ message is credible 
Otherwise message classified as unreliable 
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Ԧሻݔ|ሺܿݎܲ ൌ
௉௥ቀݔԦቚܿቁ∙௉௥ሺ௖ሻ

௉௥ሺ௫Ԧሻ
ൌ

௉௥ቀݔԦቚܿቁ∙௉௥ሺୡሻ
௉௥ሺ௫Ԧ|௦ሻ∙௉௥ሺ௦ሻା௉௥ሺ௫Ԧ|௟ሻ∙௉௥ሺ௟ሻ

 

Where; 

Pr	ሺܿሻis overall probability that any given message is classified as c 

Pr	ሺݔԦሻis the a priori probability of a random message represented by ݔԦ 

Pr	ሺݔԦ|ݏሻ		and PrሺݔԦ|݈ሻare the probabilities that a message is classified as spam or legit-

imate respectively 

Pr	ሺݏሻ and Pr	ሺ݈ሻ are overall probabilities that any given message is classified as spam 

or legitimate respectively. 

The naïve classifier assumes that all features in ݔԦ are conditionally independent to 

every other feature and the probability ܲݎ	ሺݔԦ|ܿሻ can be defined considering N number 

of messages as, 

Ԧ|ܿሻݔሺݎܲ ൌෑܲݎሺݔ௜|ܿሻ

ே

௜ୀଵ

 

 

So, the equation (1) becomes, 

Ԧ|ܿሻݔሺݎܲ ൌ
∏ ௜|cሻݔሺݎܲ
ே
௜ୀଵ . ሺܿሻ	ݎܲ

∏ ሻேݏ|௜ݔሺݎܲ
௜ୀଵ . ሻݏሺݎܲ ൅ ∏ ௜|݈ሻேݔሺݎܲ

௜ୀଵ . ሺ݈ሻ	ݎܲ
 

with ܲݎ	ሺݔ௜|ܿሻ,ܿ ∈ ሾݏ, ݈ሿ given by, 

ሻܿ│݅_ݔሺ	ݎܲ ൌ ݅_ሺܺ	ݎܲ ൌ ሻܿ│݅_ݔ ൌ ݂ሺܲݎሺݐ௜|ܿ, ॰௧௥ሻ ,  ௜ሻݔ

Where function ݂ depends on the representation of the message. The probability 

,ܿ|௜ݐሺݎܲ ॰௧௥ሻ is determined based on the occurrence of term ݐ௜ in the training dataset 

॰௧௥. 

 

…(1)
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3.3.2. CSD relevance 

Relevance is naturally cognitive and 'the greater the cognitive effects the greater the 

relevance and the smaller the processing efforts to derive these effects, the greater the 

relevance' (White 2011). It is highly dependent on the end user’s requirements regard-

less of being a product or information. The context of relevance has long been studied 

in diverse fields including but not limited to philosophy, communication, logic, psy-

chology, artificial intelligence, natural language processing, documentation, infor-

mation science and information retrieval (Saracevic 1996). Raper (2007) showed that 

the geographic relevance is an important factor in dealing with mobile information 

seeking. Saracevic (1996) identified five types of relevance based on the relevance 

literature, namely (1) topical or cognitive relevance, (2) algorithmic relevance, (3) per-

tinence or intellectual relevance, (4) situational relevance and (5) motivational or af-

fective relevance. This research proposes to focus on the situational relevance which 

can be defined as 'usefulness of the viewed and assessed information'  towards the task 

in hand and information needs of the user (Andrade & Silva 2006) and is more appro-

priate to assessing the CSD relevance for post-flood disaster management context.  

Many approaches have been tested to measure the relevance of CSD with different 

data types and different purposes. Spinsanti and Ostermann (2013) designed a system 

which is termed as GeoCONAVI (Geographic CONtext Analysis for Volunteered In-

formation) to test the validity of CSD related to forest fires gathered from social media 

networks. Caragea et al. (2011) developed a framework called Enhanced Messaging 

for the Emergency Response Sector (EMERSE) to automatically classify microblog-

ging reposts related to the 2007 Haitian earthquake in order to support emergency re-

sponders. They classified the data gathered from the Haiti Ushahidi Crowdmap which 

was based on the Ushahidi crowd-mapping platform. Parker et al. (2011) suggested 

that VGI has potential value and usability benefits to the end-users over the Profes-

sional Geographic Information (PGI).  
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Cowan (2013) argued that the cognitive knowledge and user relevance feedback which 

are used in the Information Retrieval (IR) field to improve the search engine results 

can be used to identify the 'most relevant content in VGI and relevant data'. Geographic 

Information Retrieval (GIR) extends the IR's thematic based textual relevance assess-

ment of documents by incorporating the geographic context. This also builds on To-

bler's (1970) first law of geography indicated in the section 2.3.4.      

GIR seeks to retrieve geographically relevant documents (Larson 1996; Jones et al. 

2001; Wang et al. 2005; Andrade & Silva 2006; Jones & Purves 2008; De Sabbata & 

Reichenbacher 2010; Janowicz et al. 2011; Kumar 2011) or identify unambiguous ge-

ographic associations (Amitay et al. 2004) based on the user's requirements. Simple 

word or toponym matching is not adequate for geographic information retrieval pur-

poses (Jones et al. 2001). Therefore, toponym matching based on semantic similarity 

measures may be the most appropriate approach.  

GIR	and	CSD	relevance	

Geographic relevance is applied in many of today's human information seeking activ-

ities e.g. in search engines. It can be defined as 'a relation between a geographic infor-

mation need and the spatio-temporal expression of the geographic information objects 

needed to satisfy it' (Raper 2007). The fields of IR and modern web based GIS systems 

have now matured to provide professional outputs for their own information requests. 

These developments suggest that the combined use of GIS and IR systems to handle 

the requests on geo-textual information are more effective (Cai 2002).  

GIR is considered as a special case of IR which uses geographic indexing and geo-

graphic retrieval (Zaila & Montesi 2015). The key objective of GIR is to identify the 

place names or toponyms within a corpus (a large structured set of text, e.g. web sites, 

documents or social media posts) and their corresponding geographic location that is 

'concept@location' (Andrade & Silva 2006). On the one hand, it is a process that man-

ages the imprecision and ambiguity as geographic names are often ambiguous (Zaila 

& Montesi 2015). On the other hand, it is a process of  ranking the relevance in two 
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dimensions namely thematic and geographic (Andrade & Silva 2006) with the assump-

tion that they are independent from each other (Kumar 2011).  

Although, the GIR field is relatively new (Kumar 2011), numerous mechanisms have 

been proposed such as weighted geo-textual similarity measures (Andrade & Silva 

2006), extended vector space model (Cai 2002), probabilistic models (De Sabbata & 

Reichenbacher 2010), dynamic assessment of the specificity of the users' search con-

text (Yu & Cai 2007), and semantic and ontology based models (Martins et al. 2006). 

Similarly, techniques can be applied along with NLP techniques to detect relevance of 

data with very low signal-to-noise ratios such as social media data (Stowe et al. 2016), 

and even in a near-real-time context (Monteiro et al. 2016). De Sabbata and 

Reichenbacher (2010) suggest that GIR concepts can be utilized to estimate the rele-

vance of geographic objects which are based on user context by converting geographic 

distances into similarity scores.  

The	CSD	relevance	for	post‐flood	disaster	management	

During a crisis three temporal stages are evident namely pre-crisis, crisis and post cri-

sis (Lettieri et al. 2009). Disaster management can be divided into four main processes 

namely disaster mitigation, preparedness, disaster response and recovery (Lettieri et 

al. 2009; Poser & Dransch 2010). The goal of the post-disaster recovery stage is to 

bring the living conditions of the victims back to normal. CSD relevance may be uti-

lised in each of these stages; however, a key focus of this research is to analyse CSD 

relevance for flood disaster management in the post-disaster management response 

context. 

3.3.2.1. Adapting GIR process for CSD relevance analysis 

Monterio et al. (2016) highlighted four techniques associated with the various stages 

of GIR based search engine pipelines, namely, (1) geographic indexing, (2) query ex-

pansion, (3) recognition and use of place names and (4) geographic ranking. A number 

of key challenges lie in the area of analysing and processing sets of documents and 

queries, textual-geographical indexing and ranking the documents using the relevance 
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criteria (Kumar 2011). Linguistics and cognitive science research has identified spatial 

representation and conceptual representation as key cognitive facilities while the real 

challenge in GIR is to find the right balance between conceptual (thematic) and spatial 

(geographic) approaches (Cai 2002).  

Managing	the	thematic	scope	

The presence of relevant terms in a document provides an indication of relevance of 

the document for a selected task. From an information analysis perspective, the terms 

can be weighted based on the importance of the task in hand. A commonly used 

weighting method is Term Frequency-Inverse Document Frequency (TF-IDF) model. 

In this model, higher weights are assigned for specific terms appearing more frequently 

in a document.  This is based on the premise that, the more frequently a given term 

appears, the more likely that document is relevant to the search. Conversely, a low 

weight will be assigned to more commonly available terms in the whole document set. 

TF-IDF is a very popular weighting function used in information retrieval algorithms 

where the importance of a term or word to a document is statistically estimated. 

ሻݐሺܨܶ ൌ
Number	of	times	the	term	ݐ	occurs	in	a	message

Total	number	of	terms	in	the	message
 

ሻݐሺܨܦܫ ൌ log௘ ൤
Total	number	of	messages

Total	number	of	messages	the	terms	ݐ	exits
൨ 

Therefore, the TF-IDF weight for term t in message m can be denoted as: 

ܨܶ െ ௧,௠ܨܦܫ ൌ ௧,௠ܨܶ ∗  ௧,௠  …(2)ܨܦܫ

And the thematic similarity score ்ܵ݅݉ for a message m for the term t in query q can 

be calculated by: 

்ܵ݅݉ሺ௤,௧ሻ ൌ ∑ ܨܶ െ ௧,௠௧ఢ௤ܨܦܫ    …(3) 
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Vector	Space	Model	(VSM)	

When the TF-IDF values of document terms are calculated, it can represent the docu-

ment in a vector space model which is an algebraic model for representing text docu-

ments. In here, each document is represented by vectors of identifiers i.e. index terms  

weighted based on their importance using a model such as the TF-IDF model. The 

axes of the vector space are denoted by the terms of the document. If two vectors are 

identical the angle between the vectors will be zero and produce maximum similarity 

(Salton et al. 1975). .. The query terms can also be represented in a VSM. Any form 

of vector mathematics can be applied to this kind of system to identify relationships 

(e.g. document similarity) including the analysis of CSD thematic relevance using the 

open source Lucene18 IR system. The Lucene software is a high-performance, fully 

featured text search engine library written entirely in Java which performs term 

weighting based on a TF-IDF model. Recently, the popular Okapi BM25 probabilistic 

model was introduced to the Lucene system. The Okapi BM25 is considered as a prob-

abilistic implementation of TF-IDF model. 

VSM	cosine	similarity	

In the VSM model, if the angle between two vectors is zero (i.e. cosine similarity) it 

is considered that the two messages are identical. The similarity between two messages 

m1 and m2 or cosine of the angles between two vectors can be calculated by: 

ܵ݅݉ሺ݉ଵ,݉ଶሻ ൌ
௏ሬሬԦሺ௠భሻ∙௏ሬሬԦሺ௠మሻ

ห௏ሬሬԦሺ௠భሻหห௏ሬሬԦሺ௠మሻห
                  …(4)  

Where: ሬܸԦሺ݉ଵሻ and ሬܸԦሺ݉ଵሻ are the vector representations of messages m1 and m2 and 

the same can be used to calculate the similarity between a query q and a message m.  

The documents are normalised for the variable lengths which is an advantage of using 

cosine similarity function.  

                                                 
18 http://lucene.apache.org 
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Managing	the	geographic	scope	

Managing the geographic scope or discovering and disambiguating toponyms that ex-

ist in the text document has been identified as Geographic Scope Resolution (GSR) 

(Alexopoulos et al. 2013; Monteiro et al. 2016). Generally, GSR consists of three tasks 

namely (1) geo-parsing (identifying toponyms), (2) reference resolution (toponym res-

olution) and (3) grounding reference (mapping toponyms to a footprint) (Monteiro et 

al. 2016). Common geo-parsing methods are gazetteer lookup based (searching and 

tested the location terms against a Gazetteer), rule based  (identifying location terms 

based on pre-defined rules) and machine learning based methods (trained to detect 

location terms based on correlation measures with gold data i.e. training corpus) 

(Leidner & Lieberman 2011). The reference resolution which is mapping toponyms is 

mandatory when ambiguities are available (Monteiro et al. 2016). This work is gener-

ally supported by external resources such as gazetteers or spatial databases. In ground-

ing reference (geocoding/ geo-referencing or geotagging are common synonyms) a set 

of coordinates (latitude, longitude or grid coordinates) is assigned to the identified 

toponyms. This is mostly supported by reference datasets such as gazetteers and ge-

ocoding algorithms.  

This research suggests that the natural language processing based gazetteer lookup 

approaches are viable to semantically extract location information from CSD. The ge-

ographic information retrieval can be performed by the natural language processing 

software such as GATE. This type of work may be supported by an ontological gazet-

teer for both toponym identification and ambiguity resolution. The grounding refer-

ences (geo-tagging) can also be assisted by the ontological gazetteer.  

Usually after the GSR process, there is a need to calculate the geographic focus of a 

message. In the geographic focus detection stage, an ordered list is prepared based on 

the importance or relevance to the user query (Lieberman et al. 2007). Different ap-

proaches are available for geographic focus detection such as measuring the geo-

graphic similarity and relevance ranking. The geographic similarity measures can be 
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calculated based on region overlaps (Frontiera et al. 2008) or calculating a non-linear 

normalised distance between the scopes of the document and query (Andrade & Silva 

2006; Lieberman et al. 2007; Zaila & Montesi 2015). Andrade and Silva (2006) ex-

plored a model which combined the ontological geographic relevance calculations 

whilst Zaila and Montesi (2015) proposed a model based on topological relations, met-

ric proximity calculations and ontological geographic similarity calculations.   

The similarity SimG between the geographic scope of the query (Sq) and geographic 

scope of the message (Sm) based on the ontology information can be represented by: 

ܵ݅݉ீ൫ܵ௤, ܵ௠൯ ൌ ܭ ൈ ൛݀ݏ݊ܫ൫ܵ௤, ܵ௠൯ ൅ ,൫ܵ௤݉ݔ݋ݎܲ ܵ௠൯ൟ ൅ ሺ1 െ ሻܭ ൈ ܾܵ݅൫ܵ௤, ܵ௠൯ 

… (5) 

Where: 0 ൑ ܭ ൑ 1 so that the final value lies between 0 and 1. 

Inside (Insd): If Sm is inside Sq the weight based on the number of decedents in the 

ontology, 

,൫ܵ௤݀ݏ݊ܫ ܵ௠൯ ൌ
ே௨௠௕௘௥ை௙஽௘௖௘௡ௗ௘௡௧௦ሺௌ೘ሻାଵ

ே௨௠௕௘௥ை௙஽௘௖௘௡ௗ௘௡௧௦൫ௌ೜൯ାଵ
 and 0 otherwise. 

Proximity (Proxm): Based on the inverse distance where the distance normalized by 

the diagonal of Minimum Bounding Rectangle (MBR) of the query scope. 

,൫ܵ௤݉ݔ݋ݎܲ ܵ௠൯ ൌ
ଵ

ଵା
ವ೔ೞ೟൫ೄ೜,ೄ೘൯

ವ೔ೌ೒೚೙ೌ೗൫ೄ೜൯

                          … (6) 

Siblings (Sib): Tests whether Sm and Sq are siblings, 

ܾܵ݅൫ܵ௤, ܵ௠൯=1 if Sm and Sq are siblings in the ontology, 0 otherwise. 
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3.3.2.2. Indexing, Relevance Ranking and Merging thematic and geo-

graphic scopes 

Various algorithms and methods have been proposed within GIR research for index-

ing, relevance ranking and merging thematic and geographic scopes. It is often advan-

tageous to consider the specificity of query scope in assessing the CSD thematic rele-

vance as suggested by Yu and Cai (2007). They also reported that Dempster-Shafer's 

method of evidence combination shows superior results in their experimental study 

which is also very close to human judgments in many cases. However, the weighted 

sum method for relevance fusion is more common in GIR research (Martins et al. 

2005; Andrade & Silva 2006; Yu & Cai 2007; Zaila & Montesi 2015).  

As Yu and Cai (2007) defined, 

The thematic specificity ்ܵܿ݌ of query ݍ ൌ ሼݐଵ, ,ଶݐ … ,  ;௡ሽ isݐ

்ܿ݌ܵ ൌ െ∑ ߱௧ ∗ ሻݐሺܯܶܥ log ቀ
ே೟ାଵ

ே
ቁ௧∈௤               …(7) 

Where: ݐ௞be the ݇th term of the query ݍ, 

 ߱௧ is the weight for each term, 

 ,ሻ is the Conceptual Term Matrix of term t from the WordNet19 ontologyݐሺܯܶܥ

௧ܰ is the number of messages containing term t and ܰ is the total number of 

messages in the dataset. 

The conceptual term matrix ܯܶܥሺݐሻ is calculated by (1) extracting conceptual infor-

mation representatives of term t (i.e. number of senses, number of synonyms, level 

number and number of children) from the WordNet ontology in the form of integer 

                                                 
19https://wordnet.princeton.edu/ 
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values in (2) ,ܯܶܥ weighting to transform the values into weights based on the im-

portance of different information types and (3) combining weighted values to calculate 

the final single score in	ܯܶܥሺݐሻ. 

The geographic specificity ܵீܿ݌ of geo-referenced query ݍ can be calculated by: 

ீܿ݌ܵ ൌ െ log ቀ
஺௥௘௔ሺீ೜ሻ

஺௥௘௔ሺீಾሻ
ቁ     …(8) 

Where: ܩ௤be the geometry representative of the associated geographic scope of query 

 ,ݍ

 ,ݍ ௤ሻ is the area of the geographic scope ofܩሺܽ݁ݎܣ 

 .ெሻ is the area of the coverage of all messages in the datasetܩሺܽ݁ݎܣ

The final rank as a weighted sum of individual scores can be represented by: 

ܴ݈݁ሺݍ,݉ሻ ൌ ்߱ ∗ ்ܵ݅݉ሺݍ,݉ሻ ൅ ߱ீ ∗ ܵ݅݉ீሺݍ,݉ሻ   … (9) 

Where ݍ is a query, ݉ is a message, ்ܵ݅݉ and ܵ݅݉ீ are thematic and geographic 

relevance functions, and ்߱ and ߱ீ are weights of the two relevance scores. 

The normalized weights of relevance scores ்߱ and ߱ீ are calculated by: 

்߱ ൌ
ଵ

୪୬ሺ௘ାௌ௣௖೅ሻ
  ,  ߱ீ ൌ

ଵ

୪୬ሺ௘ାௌ௣௖ಸሻ
   … (10) 

Where: ்ܵܿ݌ and ܵீܿ݌ are the thematic and geographic specificities as defined above. 

 

3.4. Geospatial semantics and ontologies 

The term ‘ontology’ comes directly from philosophy and it goes back to Aristotle. 

Although, its definition may vary according to the phenomena, in general, ontologies 
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are explicit specifications of shared conceptualizations and are key to establishing 

shared formal vocabularies (Gruber 1993; Studer et al. 1998; Du et al. 2013). Further-

more, ontologies provide a vocabulary of terms and relations of a domain of concerns. 

Domain ontologies express the knowledge valid to a particular domain. Ontologies 

provide a means of ensuring semantic interoperability in dynamic environments. They 

can be developed in the scope of global (top level) using top-down approaches and 

local (domain specific) from the bottom up approaches. Although there is no one ac-

cepted way or methodology for developing ontologies, they can be developed by start-

ing without clearly known requirements i.e. quite vague objectives (Brusa et al. 2006). 

Ontologies are fundamentally important when dealing with heterogeneous systems and 

considered as a main pillar in the so called semantic web. When considering the geo-

spatial system management, it might be specifically conceptualized considering spe-

cial geographic properties such as inherited location and spatial integrity. Geo-spatial 

ontologies include geo-spatial entities, geographic classes and topological relations 

(Giunchiglia et al. 2010) and describe conceptual hierarchies and terminological inter-

relations of geospatial domain, and facts about spatial individuals along with location 

and geometry information (Du et al. 2013).   

3.4.1. Ontology development for semantic gazetteers 

The fundamental rules of ontology development are (1) there is no correct way to 

model ontology and there will be other alternatives, (2) ontology development is nec-

essarily an iterative process, (3) ontology concepts should be close to the objects (phys-

ical or logical) and relationships (nouns or verbs that describe the domain) in the do-

main of interest (Noy & McGuinness 2001). Figure 3.4 shows the ontology develop-

ment workflow proposed by Scheuer et al.(2013).  
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Figure 3.4 Ontology development workflow (Scheuer et al. 2013) 

 

3.5. Geospatial Information Retrieval (GIR) 

GIR is important and widely used in many application areas including disaster man-

agement, transport planning, hydrology and land-use (Battle & Kolas 2011). To this 

end, the most popular approach is to use gazetteers for retrieving geographic infor-

mation from the web pages or online contents. Researchers argue that this is not very 

different from a keyword base search such as in search engines (Buscaldi & Rosso 

2009). In recent GIR research, semantics are mainly used along with the gazetteers 
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and other vocabularies. There are number of issues pertaining to GIR and those are 

discussed in detail in the latter sections of this thesis.  

3.5.1. GIR and ontological gazetteers 

The objective of GIR is to geotag web pages based on their content and involves re-

solving two types of ambiguities i.e. geo-geo and geo-non-geo (Amitay et al. 2004). 

The geography or the location information in GIR from web content has two main 

types of location i.e. source and target (Amitay et al. 2004) or reporter and reported 

location (Koswatte et al. 2014). In this process, the source (or reporter) geography 

deals with the page/message origin or the server's/mobile device's physical location 

whilst the target (or reported) geography incorporates the content of the page. The 

source (reporter) location can also be defined by the provider location and serving 

location in contrast to web resources (Wang et al. 2005). With regards to a crisis, three 

types of location have been considered in this research i.e. (a) reporter location (b) 

incident location and (c) content location.  

Gazetteers are geospatial dictionaries containing place names and related information 

describing spatial references and feature types (Janowicz & Keßler 2008; Machado et 

al. 2011). Many countries have developed and maintain their own gazetteers. Digital 

online formats such as Alexandria Digital Library Gazetteer20 (ADL), Getty Thesaurus 

of Geographic Names21 (TGN) and GeoNames22 are available (Machado et al. 2011). 

Furthermore, integrated semantic geospatial information retrieval systems are also 

slowly become available. A good example is GeoWordNet23 (georeferenced version 

of WordNet) which is an integrated system of GeoNames with WordNet plus the Ital-

ian section of MultiWordNet24 (Buscaldi & Rosso 2009; Giunchiglia et al. 2010). Gaz-

etteers are widely used in GIR research (Hill 2000; Amitay et al. 2004; Souza et al. 

                                                 
20http://legacy.alexandria.ucsb.edu 
21http://www.getty.edu/research/tools/vocabularies/tgn 
22 http://www.geonames.org 
23https://datahub.io/dataset/geowordnet 
24http://multiwordnet.fbk.eu/ 
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2005; Borges et al. 2011). However, it is mostly argued that they are not fully sup-

ported as there are structural limitations  including lack of intra-urban place names and 

no records available on spatial relationships among elements other than relying on 

their proximity based footprints (Machado et al. 2011). Automatic recognition of geo-

graphic characteristics from web contents remain challenging and numerous ap-

proaches including automatic indexing and geo-referencing (Larson 1996), ontology-

driven approaches (Jones et al. 2001; Fu et al. 2005b), semantic query expansion (Fu 

et al. 2005a; Delboni et al. 2007) and natural language processing (Delboni et al. 2007) 

along with gazetteers and geocoding techniques are proposed (Borges et al. 2011). 

3.5.2. GATE semantic GIR/NLP tools 

The use of NLP tools in information retrieval and information extraction work is pop-

ular. The GATE software (Figure 3.5) is a robust and scalable open-source java based 

tool (Cunningham et al. 2002) developed by the University of Sheffield, United King-

dom for text processing including semantic processing. This tool's main development 

focus is for Named Entity Recognition (NER) where the texts are grouped into pre-

defined categories such as persons, organisations and locations. The GATE’s system 

components are termed as “resources”. The main three elements of the GATE system 

are Language Resources (LRs), Processing Resources (PRs) and Visual Resources 

(VRs). LRs include the entities lexicons, corpora or ontologies. Generally, in linguis-

tics, a corpus (corpora in plural) is defined as a large and structured set of text or doc-

uments. PRs are parsers, generators or modellers and VRs represent visualisation and 

editing components (Cunningham et al. 2002). 

GATE's A Nearly New Information Extraction (ANNIE) module consists of the fol-

lowing set of processing` resources: tokenizer, sentence splitter, POS tagger, gazet-

teer, finite state transduction grammar and ortho-matcher. The resources communi-

cate via GATE’s annotation API.  

The tokeniser splits text into simple tokens, such as numbers, punctuation, symbols, 

and words of different types (e.g. with an initial capital, all upper case, etc.).  
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The sentence splitter segments the text into sentences. This is required for the tagger 

to process and needs to run prior to the tagger. Both the splitter and tagger are gener-

ally domain and application-independent. 

The POS tagger adds part-of-speech tags as a feature to each Token annotation. The 

splitter and tagger are not mandatory parts of the system.  

The gazetteer consists of lists such as cities, organisations, days of the week, etc. It 

contains some entities, but also names of useful key words, such as company desig-

nators (e.g. "Ltd."), titles (e.g. "Dr"), etc.  

The semantic tagger (or JAPE transducer) consists of hand-crafted rules written in 

the JAPE (Java Annotation Pattern Engine) language, which describe patterns to be 

matched and annotations to be created.  

The ortho-matcher performs co-referencing, or entity tracking, by recognising rela-

tions between entities. It also has a secondary role of improving NER by assigning 

annotations to previously unclassified names, based on relations with existing entities 

(Maynard et al. 2008). 

 

 

 

 

 

 

 

Figure 3.5 Interface of the GATE GIR/NLP system 
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3.6. Chapter summary 

The quality of geospatial data is critical to deciding the quality of the outcomes of any 

project or application concerned. Spatial data quality assessment techniques and pa-

rameters have long been considered among mapping/GIS professionals, academics 

and researchers. However, general spatial data quality matrices are not applicable in 

measuring the quality of CSD due to structural, procedural and technological discrep-

ancies as well as missing metadata. As a solution, various quality indicators have been 

proposed such as relevance and credibility. Credibility issues arise as CSD come from 

heterogeneous sources and are captured both by professionals and amateurs. The rele-

vance or fitness for the purpose is highly cognitive and depends on the task at hand.  

This chapter presented CSD credibility and relevance assessment approaches. A cred-

ibility assessment method using a naïve Bayesian Network based model which is com-

monly used in spam email detection systems was explored. This chapter also investi-

gated a relevance assessment approach by adapting relevance assessment techniques 

available in the GIR domain. The thematic and geographic relevance assessment meth-

ods using the TF-IDF VSM, NLP based semantic gazetteers lookup were discussed 

along with the use of thematic and geographic specificity of the queries for relevance 

ranking. This chapter also explained the GIR concepts, use of NLP techniques, seman-

tics, ontologies and gazetteers for GIR. The utilisation of an ontological gazetteer, 

GATE software and its components were discussed.   

Chapter two identified the limitations available in current disaster management pro-

cesses and the information currently being utilised. It also identified the importance of 

considering alternative data sources such as CSD to address these limitations. How-

ever, the quality aspects of CSD including location, credibility and relevance are often 

problematic. The compatibility of existing quality assessment techniques and assess-

ment parameters for CSD are still not well developed. Therefore, more work is re-

quired to identify appropriate CSD quality assessment parameters, techniques and ap-
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proaches through further research. This chapter identified these research gaps and in-

vestigated the possibility of incorporating various approaches and techniques that are 

utilised in other fields, including Information Technology. 

The next chapter explains in detail the research approach used in this dissertation. 
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4.1. Introduction 

The previous chapters of the thesis investigated the theoretical background and the 

research potential of the selected field of study. Chapter one set the background for the 

research and chapters two and three were dedicated to identifying the research trends 

in the fields of CSD, disaster management and the advantages and fusion possibilities 

of CSD with authoritative data such as from SDIs. This chapter explains the research 

approach including an overview of research design and methods used to achieve the 

objectives of the research. It identifies the research gaps based on the understandings 

of CSD, VGI and SDI data. It explains and justifies the research methods used in this 

study and describes the conceptual model which includes CSD in crowd-supported 

disaster management and CSD quality control. The study area and the data collection 

procedures are firstly discussed, followed by an overview of the 2011 Australia flood 

tweets and Ushahidi data. Finally, it briefly describes the CSD processing and analysis 

methods conducted in this research. 

 

4.2. Understanding CSD, VGI and SDI data and identi-

fying research gaps 

Within the scope of this study, it was identified that a deeper understanding of the 

similarities and differences among CSD, SDI and VGI will support the improved data 

modelling and linkages.  SDIs are generally considered as more formal structures be-

ing highly institutionalized and having more traditional architectures. In line with the 

SDI framework, each dataset usually undergoes thorough standardization procedures. 

SDIs are mainly developed by governments and are highly standards centric, which is 

important for structuring and communicating data. CSD and VGI often come from 

laypersons and are unstructured, poorly documented and loosely coupled with 

metadata. VGI can be considered as a subset of CSD and both are generally more 

current and diverse in contrast to SDI. In general, VGI can be considered as semi-
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structured data as many sources of VGI are semi-structured (Lemmens et al. 2016). 

Figure 4.1 depicts a comparison of VGI, SDI and next generation SDIs (i.e. the form 

of SDIs which are more semantic and accept new spatial data formats such as VGI) in 

terms of data quality, standards, currency and breadth of data. 

 

 

 

 

 

 

Figure 4.1 SDI, CSD, VGI and next generation SDIs (SDI-Next G) 

As identified throughout this research there are number of issues as well as important 

opportunities pertaining to the CSD. Credibility and relevance are key issues and the 

currency and information abundance are the main advantages identified. Anyone can 

easily create CSD with a mobile phone by simply sending an SMS. This simplicity in 

creation leads to the issues and opportunities mentioned above. The unstructured form 

leads to accuracy and validity issues while the simplicity of creation encourages people 

to send more and more information in the form of CSD. This research examines the 

breadth of information required to resolve accuracy issues. Selection, filtering and in-

tegration are utilized to enhance the accuracy of the location component of CSD.  

Current disaster management largely relies on authoritative data sources which are 

often considered as very reliable. However, the limited availability and access issues 

of authoritative data slows the disaster management process. Conversely, CSD is 

timely and more available, and has increased potential to be used as an alternative data 

source in disaster management. Therefore, current disaster management approaches 
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and strategies need to be reviewed to consider alternative data sources such as CSD 

which are highly available and up-to-date. However, the quality of CSD in the sense 

of credibility and reliability is still unclear. Therefore, further research is required to 

understand the quality of CSD to be utilised efficiently in current and future disaster 

management. 

 

4.3. Conceptual modelling 

4.3.1. Research methods 

Research refers in general to search for knowledge and can be defined as a 'scientific 

and systematic search for pertinent information on a specific topic' (Kothari 2004). 

Research methods refer to the 'behaviour and instruments used in selecting and con-

structing a research technique' and may vary with the type of the research concerned 

i.e. descriptive/analytical, applied/fundamental, qualitative/quantitative or other types 

which are variations of these types (Kothari 2004). There are two key paradigms dis-

tinctively applied in information system implementations and its research, namely, 

Natural Science (NS) (or behavioural science) and Design Science (DS) research par-

adigms (Hevner et al. 2004). The Natural Science (NS) research attempts to understand 

the reality whereas Design Science (DS) research tries to create things that serve for 

human purposes (March & Smith 1995). Design science in information systems is 

identified also as a problem-solving process. March and Smith (1995) argue that both 

of NS (build, evaluate, theorise and justify) and DS (representational constructs, mod-

els, methods and instantiations) activities are required to ensure the information tech-

nology research is relevant and effective. Moreover, some people argue that those par-

adigms are practically inseparable and 'are two sides of the same coin and that scien-

tific research should be evaluated in light of its practical implications' (Hevner et al. 

2004).  
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Natural	Science	(NS)	research	method	

Natural Science (NS) research methods intend to ‘develop and justify theories (i.e., 

principles and laws) that explain or predict organizational and human phenomena sur-

rounding the analysis, design, implementation, management, and use of information 

systems’ (Hevner et al. 2004). March and Smith (1995) reported that NS research tries 

to conceptualise and characterise phenomena using 'higher order constructions, laws, 

models, and theories that make claims about the nature of reality'. They pointed out 

that it consists of two activities namely 'discovery' which is the process of generating 

or proposing scientific claims (e.g., theories, laws)' and justification which includes 

'activities by which such claims are tested for validity'.  

Design	Science	(DS)	research	method	

'Design Science (DS), as the other side of the information science research cycle, cre-

ates and evaluates Information Technology (IT) artefacts intended to solve identified 

organizational problems' (Hevner et al. 2004). Hevner and Chatterjee (2010) intro-

duced the following seven guidelines for conducting DS research i.e. (1) design as an 

artefact (creation of an innovative, purposeful artefact) (2) problem relevance (design 

for a specified problem domain) (3) design evaluation (through evaluation of artefact) 

(4) research contributions (solving unknown problem or know problem more effec-

tively) (5) research rigor (rigorously defined, formally represented, coherent, and in-

ternally consistent) (6) design as a search process (search process to find an effective 

solution) (7) communication of research (effective communication). 

This research falls under the applied research type and the approach taken consists of 

four stages based on the DS research methods broadly addressing Peffers et al.'s (2007) 

six steps mentioned in the section 1.4. 

The first Stage, the research formulation, includes the aims and objective formulation, 

literature review, research question determination and especially the identification of 

the research approach and research methods.  
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Stage two consists of research design and development and includes further literature 

review to identify CSD quality assessment elements. CSD quality assessment element 

identification is an important part of this research. Spatial data quality assessment re-

search has a long history; however, CSD quality assessment is still considered imma-

ture. There are no set parameters for CSD quality assessment and hence the need for 

careful analysis and to identify the most appropriate elements for CSD quality assess-

ment. CSD is unique by its nature of production and the diversity of the producers. 

Therefore, the quality assessment and parameter design will be very challenging.  

Stage three of the research involves the design and development with an emphasis on 

data collection and ontology development. CSD quality assessment and improvement 

is also considered in this stage.  

Finally, Stage four entails the system integration and designing of an automated system 

for CSD quality assessment and designing a framework for fusing qualified and im-

proved CSD with SDIs. 

4.3.2. Research approach and conceptual framework 

Chapters one to three of this thesis identified the key research question and the back-

ground of the problem. In the research formulation stage, the research problem, aim 

and objectives were defined. Figure 4.2 depicts the modified research approach based 

on DS research approach and Figure 4.3 illustrates the relationship between the re-

search problem, research questions, aim and objectives, research approach and the out-

comes. The research approach, outcomes and the quality assessment will be modified 

and refined according to the expected level of quality of the outcomes. 
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Figure 4.2 Modified research approach based on DS research proposed by (Peffers et al. 

2007) 
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Figure 4.3 Conceptual research workflow 

4.3.3. CSD in crowd-supported disaster management 

In general, CSD comes from diverse sources and the quality is undocumented and 

often indeterminable as indicated in previous sections. Although, CSD are often un-

structured, there can be some form of structure when the data comes from specifically 

designed applications such as Crowd-mapping platforms. However, these CSD are of-

ten not complete or as consistent as authoritative data. Quality control and improving 

the CSD towards authoritative data is very challenging and CSD quality should be 

carefully assessed prior to its use in critical applications such as disaster management.  

In a broader context, the key objective of this research is the quality control of CSD. 

The review of literature has identified that CSD quality improvement is challenging 

and the available approaches are still immature. Figure 4.4 shows a very high-level 
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view of the CSD quality control approach used in this study. The CSD quality im-

provement will include CSD collection, improvement and re-use mechanisms which 

may also include many other sub-processes. In an ideal situation, the unstructured CSD 

will end up as highly structured authoritative data. An important advantage of this 

approach is that existing or system generated authoritative data can be used/re-used 

within the system to improve new CSD. 

 

 

 

 

 

 

Figure 4.4 CSD quality control conceptual overview 

Figure 4.5 depicts the crowdsourced spatial data life-cycle. Data collection 

mechanisms can be automated due to the rapidly increasing amounts of data. Social 

media flatforms including Twitter provide their own APIs for data collection purposes 

or third party tools such as yourTwapperKeeper are also available. The next step in 

this cycle is to extract the required data from the massive collections of data. Extracted 

data should undergo improvements prior to use in applications.  
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Figure 4.5 Crowd-supported spatial data life-cycle 

In today's disasters, there is more and more citizen involvement in the reporting and 

updating of disaster related information. Figure 4.6 illustrates the crowd-supported 

disaster management operations. In particular, citizens are largely involved in observ-

ing an event and reporting their observations as CSD. The emergency responders can 

access these CSD and perform actions towards the disaster event management. How-

ever, the use of raw CSD which is produced by the citizens can be problematic. There-

fore, an important and critical operation identified in this research is to introduce the 

CSD quality control. 

 

 

 

 

 

 

 

Figure 4.6 Crowd-supported disaster management 
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4.3.4. CSD quality control in crowd-supported disaster man-

agement 

This research models the CSD quality assessment by considering a range of dimen-

sions. Figure 4.7 depicts the data flow and different steps to be conducted in disaster 

management operation planning. Various activities such as filtering may be required 

to perform during the CSD qualification process. This may include selecting/discard-

ing data at different levels such as messages/sentences or terms based on their im-

portance.  Therefore, it identifies the change in the amount of data when the quality of 

data is considered. As more critical decisions are required, only the most important 

data is utilised.  

 

 

 

 

 

 

 

Figure 4.7 Data flow and different steps in crowd-supported disaster management 

As identified above, CSD quality assessment is critical in crowd-supported disaster 

management and so defining CSD quality assessment parameters is challenging. The 

use of general geospatial data quality assessment parameters is not practical due to 

CSD's highly unstructured format, its varying quality and undocumented nature. 
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Within this study, a CSD quality assessment approach was developed by understand-

ing the nature of flood disaster related CSD and the specific requirements of emer-

gency management staff.  

4.3.5. CSD quality control workflow 

Figure 4.8 describes the semantic official data generation workflow designed in this 

research. Initially, CSD (in this study related to the flood disasters) from the sources 

including Twitter and/or Ushahidi were used as the base data for analysis.  This CSD 

required pre-processing to select the required data based on the application. This in-

cluded processes such as natural language processing and semantic processing and 

utilised resources such as ontologies and gazetteers. This type of processing is also 

useful in generating/ updating existing ontology and authoritative data such as gazet-

teers.  The data then undergo quality control processing including relevancy assess-

ments, credibility assessments, semantic location assessments and data improvements. 

The output data from this processing can generate more appropriate semantic data and 

be used in applications including disaster management. Moreover, the output data may 

be useful to process/ improve new CSD.  

 

 

 

 

 

 

 

Figure 4.8 Semantic official data generation workflow 
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4.4. The 2011 Australian floods and the study area 

In January 2011, the state of Queensland, Australia, 'experienced its second biggest 

flood since the beginning of the 20th Century' (Honert et al. 2011). Nearly, 90 towns 

and 200 000 people were affected by severe flooding, claiming 38 lives and costing 

over AUD$ 2 billion (https://en.wikipedia.org/wiki/2010-11_Queen 

sland_floods#cite_note-BBC2010-12-31-2). This research analysed citizen involve-

ment in this natural disaster through the data that was collected via the Ushahidi based 

Crowd-mapping platform and Twitter. The study-area for the entire research (Figure 

4.9) covers an area of approximately 1,355,000 km2 with the majority of crowdsourced 

data originating from around the South-East of the state including the capital city, 

Brisbane. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9 Study area and 2011 Australian floods CSD reports 
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4.5. Data collection strategies 

The research investigated two online data collection mechanisms namely social media 

and crowd-mapping scenarios. Disaster event information was collected through Twit-

ter social media using yourTwapperKeeper25 tweet capture tool and Ushahidi posts 

using Ushahidi crowd-mapping implementation.  

4.5.1. The yourTwapperKeeper public tweet archival tool 

Twitter is an important source of social media data. It is a wonderful platform to access 

very large amounts of time based public opinions and views on real-world events. The 

Twitter API provides structured access to communication data in standard formats 

such as JSON (JavaScript Object Notation), CSV (Comma Separated Values) and Mi-

crosoft® Excel using minimal programming effort (Burgess & Bruns 2012). There are 

various commercial and free tools including TAGS26, Tweet Archivist27, TWchat28 

and yourTwapperKeeper developed based on the Twitter search/streaming API. This 

research selected the free and open source yourTwapperKeeper tweet archiving tool 

to capture CSD on flood disaster events. The yourTwapperKeeper is the open version 

of TwapperKeeper tool which was later fully integrated with HootSuite29 social media 

management tool. Figure 4.10 shows a resulting window of yourTwapperKeeper tweet 

capture tool utilised in this research. 

 

 

 

 

                                                 
25https://github.com/540co/yourTwapperKeeper 
26https://tags.hawksey.info/ 
27https://www.tweetarchivist.com/ 
28http://twchat.com/ 
29https://hootsuite.com/ 
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Figure 4.10 The yourTwapperKeeper public tweet collector 

4.5.2. 2011 Australian floods’ tweets 

The two months, December 2010 and January, 2011 were very critical periods for 

Queensland with a series of flood events due to a La Nina event across the state. With 

all of the flooding, the social media, including Twitter, was busy with communications 

including severe weather alerts.   

Through a special project carried out by ARC Centre of Excellence for Creative In-

dustries and Innovation (ARC-CCI30), the 2011 Australian floods related tweets were 

recorded using the tool yourTwapperkeeper. More than 35,000 tweets (based on the 

#qldfloods hash tag) were sent during 10-16 January 2011, with more than 11,600 of 

them on 12th January alone. Only a very small portion of the Twitter reports included 

locations i.e. less than 0.5% when analysing the full dataset for location availability. 

However, it was found that close to 1% of tweets were explicitly location enabled 

(Figure 4.11) when the pre-processing of these tweets was carried out after discarding 

the re-tweets. Moreover, there were more than 15,500 Twitter users who participated 

using the #qldfloods hash-tag and peaked during 11th and 12th January 2011 (Figure 

                                                 
30http://www.cci.edu.au/ 
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4.12a) with a variety of different tweet types (Figure 4.12b). During this period, lead-

ing accounts included the Queensland Police Service Media Unit (@QPSMedia), ABC 

News (@abcnews), and the Courier-Mail (@couriermail) (Bruns et al. 2012).  

 

 

 

 

 

Figure 4.11 Location availability of the 2011 Australian floods tweets 
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Figure 4.12 Tweet receiving frequency and tweet types (Bruns et al. 2012) 

b) Tweet types 

a) #qldfloods tweets per hour, 10-16 Jan. 2011 
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4.5.3. Ushahidi Crowd-mapping platform 

Crowd mapping has become popular in many fields including but not limited to the 

fields of scientific research. It has become a useful platform for both professionals and 

non-professionals to report their views/opinions on a map with a reasonable location 

accuracy.  As indicated in section 2.4, the Ushahidi crowd-mapping platform was orig-

inally created to report election violence in Kenya. Now, its utilisation is wider and 

include curating local resources i.e. managing local knowledge in business and map-

ping crisis information. The ease of customisation and free and openness have attracted 

the interest of many users. It is possible to easily create a mapping instance in the 

Ushahidi system server or to set up one in a locally configured map server and database 

service.  

4.5.4. ABC’s Ushahidi based flood crisis-map (Crowdmap) 

During the early stages of the flood event, the Australian Broadcasting Corporation 

(ABC) maintained an interactive map (Figure 4.13) based on the Ushahidi Crowd-

mapping platform (similar to interface shown in Figure 4.14) to gather information 

related to the 2011 Australian floods. The public uptake of the site was quite remark-

able with more than 230,000 site visits over a 24-day period. According to the ABC’s 

statistics, approximately 1,500 reports were received on the site and nearly 500 of these 

were from the public whilst another 1000 were generated by ABC moderators. Most 

reports were made through the online interface; however a small percentage of reports 

were made via emails, Twitter and through SMS. The flood-map was most commonly 

browsed using the Internet Explorer browser (77%) via Windows operating systems 

(81%). Surprisingly, browsing using mobile devices was less than 5% of total visits 

(Potts et al. 2011). For mobile users, Ushahidi iPhone and Android apps were availa-

ble.  
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Figure 4.13 ABC’s Australian floods Ushahidi Crowdmap (Potts et al. 2011) 
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Figure 4.14 Ushahidi Crowd-mapping platform interface 

Within the ABC’s Australian floods’ Ushahidi Crowdmap dataset, there were approx-

imately 700 reports during the period of 9th to 15th of January, 2011, which included 

the location information where it originated. These records were filtered and extracted 

for further analysis. 
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4.6. CSD processing and analysis 

4.6.1. CSD location quality assessment 

The selected CSD were initially pre-processed to test the location availability. Within 

the reports submitted during the period of 9th to 15th of January 2011, through the 

ABC’s QLD flood crisis map, 33% (i.e. 704 out of 2136) were location enabled while 

the remainder of the reports provided other useful data but no location (Figure 4.15a). 

However, the dataset included many duplicate reports such as re-tweets, which were 

forwarded messages of the original posts. After removing the duplicates there were 

only 663 unique reports and 391 reports were location was enabled. Therefore, the 

location availability of Crowdmap reports can be considered as 59% of the data (Figure 

4.15b). Location enablement was possible through mobile devices with GPS, or alter-

natively, if the user reported using the crisis-map, it was possible to mark the location 

geographically on the Crowdmap. In both cases, the planimetric location was encoded 

in latitude and longitude in decimal degrees. The base map of Crowdmap utilised the 

Google Maps Engine. 

 

 

 

 

 

 

Figure 4.15 Location availability of the Crowdmap reports 

The available locations of the CSD content were selected to be analysed by comparing 

different spatial data sets such as free and open source data, proprietary and closed 
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type data and authoritative data. It is important to identify the missing location infor-

mation of the CSD and improve the location quality of CSD and then to fuse this with 

high quality data such as authoritative data. This research identified the possibilities 

of using semantic concepts for identifying the missing location data and improving the 

location quality of CSD. The CSD location quality assessment and semantic location 

extraction methods along with results and discussion are presented in chapter five of 

this thesis.  

4.6.2. CSD credibility and relevance analysis 

The quality of geospatial data is important for obtaining high quality outputs in geo-

spatial applications. The CSD are quite different to traditional geospatial data and re-

quires special forms of quality assessment techniques. This research identified the im-

portance of assessing CSD against credibility and relevance dimensions. The 

Crowdmap CSD content was analysed against relevance and credibility aspects to as-

sess its quality. Credibility in general determines the trustworthiness or believability 

of a dataset and relevance determines the fitness for the purpose. This research exam-

ined the applicability of spam email detection approaches for CSD credibility detection 

and GIR techniques for relevance assessment. A naïve Bayesian Network based spam 

email legitimacy was used to check a sample of the Crowdmap dataset while the rele-

vance of it was assessed using an adapted geo-thematic relevance ranking techniques. 

Chapter six examines the methods used and presents the results achieved.  

 

4.7. Chapter summary 

The design of the research, identification of the research gaps and finding the best 

approach is very important in scientific research. This chapter detailed the research 

design and approach used in this research. It has detailed an understanding of CSD, 

VGI and SDI along with identification of research gaps. This chapter selected the De-

sign Science as the viable research approach to address the research questions. It also 
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explained and justified the research method used in this study. The conceptual model-

ling which included CSD in crowd-supported disaster management and CSD quality 

control were detailed. The study area selected for this study and the data collection 

procedures along with the methods utilised were discussed. The CSD processing ap-

proaches identified in this research were discussed. The next chapter will describe the 

location quality analysis of CSD and compare the different sources of spatial data such 

as free and open source, proprietary and authoritative spatial data. 
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5.1. Introduction 

The previous chapter introduced the research approach along with the methods used 

to achieve the research objectives. CSD often comes with variable quality information 

including the location data. This chapter discusses the location data quality assessment 

of CSD compared to the other forms of spatial data including free and open source, 

proprietary and authoritative spatial data. The detailed research methods utilised to 

assess the Ushahidi Crowdmap public reports are presented. Firstly, an analysis and 

comparison of street names was conducted to identify the variability in both the sub-

mitted report data and the data that existed through the various authoritative and third 

party sources. Secondly, semantic CSD location information retrieval and semantic 

gazetteer creation were undertaken to extract location data. This included ontology 

development for converting the Queensland gazetteer into a semantic gazetteer. The 

results from each of these analyses are then discussed with respect to the CSD location 

analysis and semantic location extraction.  

 

5.2. Research methods 

5.2.1. 2011 Australian floods’ CSD reports street name com-

parison 

The location quality of the CSD is important for its further utilisation in any applica-

tion, particularly where it may impact on other people. Often, the CSD location avail-

ability is restricted due to privacy or other reasons. Moreover, the location data that 

are available may also be problematic as it is often produced by variously skilled vol-

unteers. This section of the research examines the quality of available locational di-

mensions of CSD by comparing a range of other datasets including authoritative data 

such as Queensland Department of Natural Resources and Mines (QDNRM) and more 

open data such as OSM data and proprietary data such as Google Maps.  
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The QDNRM street and road network data is held by the State Government of Queens-

land and has been compiled through authoritative data collection of data at both local 

and state government levels. The data is used extensively within local and state gov-

ernment agencies to support their day to day business operations. OpenStreetMap 

(OSM) is considered as a crowdsourced product (Haklay & Weber 2008) and its ‘Aus-

tralia and New Zealand street’ datasets have been compiled through a range of volun-

teered data and other available data. These data layers were downloaded and consisted 

of street name columns which were used to undertake a comparison with ABC’s Ush-

ahidi Crowdmap report locational data. The workflow for the comparison of crisis map 

report locations is illustrated in Figure 5.1. In this comparison, extracted location data 

available from the Crowdmap was spatially related with the Queensland QDNRM 

roads and OSM streets layers separately (i.e. to test the location quality against author-

itative data and more open type data) using the ESRI’s ArcGIS31 spatial analysis tools.  

 

 

 

 

 

 

 

Figure 5.1 Workflow of comparison 

Firstly, the reports with location available information were extracted from the ABC's 

Ushahidi Crowdmap using Microsoft Excel software. As identified in section 4.6, only 

                                                 
31http://www.esri.com/arcgis/ 
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33% of reports from the full Crowdmap reports had location data, but once the dupli-

cates were removed from the Crowdmap reports it resulted in approximately 59% of 

data (Figure 4.15). The street names from the QDNRM roads were then imported to a 

point attribute table using the ArcGIS software. Distances from these points to the 

closest available street on the QDNRM roads layer were then computed (Figure 5.2) 

using the spatial join tool in the overlay analysis toolset of the software. The tool joins 

attributes from one feature to another based on a spatial relationship. The process 

matches rows from the Join Features (Crowdmap reports) to the Target Features 

(DNRM roads) based on their relative spatial locations and the condition where match 

option is selected as 'CLOSEST'. The distance to the closest feature is then calculated 

and stored in the attribute table. If it is required to find the second, third, or Nth closest 

feature, the 'Generate Near Table' tool from the Proximity toolset can return a table 

with this data. However, this study did not select to generate other secondary closest 

features. 

 

 

 

 

 

Figure 5.2 ArcGIS spatial join and closest feature identification 

To perform a one to one match of the incident location reported through the crisis map, 

a comparison was then undertaken with the QDNRM and OSM Street names. The 

same location data from the ABC’s Ushahidi Crowdmap reports were also overlayed 

on Google Earth for a further high-level analysis.  This was undertaken to further un-

derstand why the distance to the closest street from the points identified were not 

Input feature 

Calculated closest road 

Reported road of the incident 
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matching and why the street name or the reported location mismatched? In this pro-

cess, various possible reasons for the data mismatches were identified and are dis-

cussed in the results and discussion sections of this chapter. 

5.2.2. Semantic location information retrieval from CSD 

5.2.2.1. The study area for semantic location extraction 

For this analysis, subsets of the Ushahidi Crowdmap data and the 2011 Australian 

floods’ tweets data were selected. The dataset included the public’s social media in-

teraction during the 2011 Australian floods disaster using the #QLDFloods hashtag via 

Twitter and the Ushahidi based crisis mapping reports. The study area selected for the 

semantic location extraction process (Figure 5.3) covers an area approximately 4000 

km2 where the majority of tweets and Ushahdi posts originated. 

 

 

 

 

 

 

 

 

 

Figure 5.3 Study area and 2011 Australian floods CSD 
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Selected samples from both the 2011 Australian floods tweets and the Crowdmap data 

which fell inside the North and South Districts of Brisbane City, Queensland, Australia 

(Figure 5.3) were used as input CSD in this analysis. The analysis area was selected 

based on the high density of crisis communications which occurred in this area. The 

sample contained 89 tweets, 268 Ushahidi posts and 800 Queensland Gazetteer place 

name entries which were all provider location enabled. 

5.2.2.2. Semantic CSD location extraction approach 

Figure 5.4 illustrates the overall approach to the semantic CSD location extraction. 

The first step of this process was to design and develop an ontology set for the Queens-

land Gazetteer to convert it to a semantic gazetteer. The ontology development process 

to convert the Queensland Gazetteer into a semantic gazetteer is discussed in the next 

section (section 5.2.2.3). 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 Semantic CSD location extraction and geo-tagging 
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The selected CSD dataset which contained Twitter and Ushahidi Crowdmap data on 

the 2011 Australian floods was initially pre-processed using stop-word removal, to-

kenizing, classification and normalization steps. The stop-word removal process iden-

tified and removed terms such as 'the, it, as' which are usually very common words in 

the English language. The removal of these words reduces the unnecessary words in 

the text. The tokenizing refers to the breaking up of sentences into elements (i.e. words, 

keywords, phrases, symbols etc.) called tokens. These tokens can then be further pro-

cessed. 

Tweets often contain some unusual words including slang (e.g. Aussie – Australian, 

Ambo – Ambulance Driver, barbie – barbecue) or abbreviations (e.g. RT – Re-Tweet, 

pls – please, rmv – remove) which must be carefully analysed and removed as required. 

Therefore, as part of the pre-processing, these terms were also identified and classified 

manually using a random sample (150 tweets) of the 2011 Australian floods’ tweets to 

enable further processing. In the normalization phase of the pre-processing, other iden-

tified special terms were converted into meaningful content using GATE’s 'Tweet Nor-

malizer' tool. The 'Tweet Normaliser' was useful to identify spelling corrections and 

to expand common abbreviations and Twitter specific terms.  

The approach used for location extraction in this analysis was to use the NLP based 

gazetteer look-up technique. Using this approach, each of the terms of the message 

content were matched with a list of gazetteer terms to identify the possible location 

terms i.e. toponyms. The location extraction was conducted in two ways namely, se-

mantic location extraction and non-semantic location extraction. The non-semantic lo-

cation extraction used two global gazetteers and a local non-semantic gazetteer.  The 

semantic location extraction was conducted using the semantic Queensland Gazetteer 

developed in this research and is further explained in the section 5.2.2.3.   

The GATE software consists of many useful modules such as the ANNIE system. The 

ANNIE system includes a tokenizer, sentence splitter, Parts of Speech (POS) tagger, 

gazetteer, Finite State Transducer (FST) and ortho-matcher. Generally, the tokenizer 
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splits a sentence into tokens such as words, keywords, phrases and symbols. These 

tokens are useful for further processing steps. The sentence splitter then assembles the 

tokenized text into complete sentences. The POS tagger assigns Part-of-speech tags 

(usually in a selected language) to the words.  In general, a gazetteer is a geographical 

naming dictionary however, the gazetteer used in GATE software consists of a list of 

names of entities such as cities, organisations, days of the week and other terms. The 

FST (Finite State Transducer) is used to generate new relationships or different outputs 

using rewrite rules by performing mathematical operations over the existing annota-

tions. The GATE software uses the Java Annotation Pattern Engine (JAPE) language 

for developing the FST rules. JAPE rules also generate co-references (for example to 

identify the variants of proper nouns e.g. Peter Smith and Mr. Smith) which is also 

referred to as orthographic co-reference identification. This can be done by the ortho-

matcher  module of the GATE software using JAPE rules.  Please refer to section 3.5.2 

of this dissertation for more information on the GATE software and its Processing 

Resources (PRs). 

The two datasets were then analysed separately using the PRs of the GATE software 

and GATE's morphological analyser which considered the tokens and their POS tag to 

identify the lemma (i.e. base or dictionary form of a word) and affix (end words i.e. s, 

ss, ies etc.). The Document Reset process was used to reset the previous annotations 

in the document along with Queensland Place Name Gazetteer for non-semantic ana-

lysing. In the semantic analysis phase, ANNIE OntoRootGazetteer and Flexible Gaz-

etteer were used along with the above processing resources. The OntoRootGazetteer 

is normally a dynamically created gazetteer which is capable of producing semantic 

annotations. The Flexible Gazetteer provides flexibility to users to choose their own 

customized input. Figure 5.5 describes the OntoRootGazetteer development process 

from the ontology. The human understandable documents are initially processed with 

the GATE's PRs using the ontology and the root tokens are added to the OntoRoot-

Gazetteer list. 
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Figure 5.5 Building OntoRootGazetteer from the ontology (Source: 
https://gate.ac.uk/sale/tao/splitch13.html) 

The following PRs were selected and organised in the order below to perform the se-

mantic geo-tagging of the selected CSD. 

1. Document Reset: To reset the previous annotations and bring the document to 

its original state if it has to iterate through the PRs or redo the work. 

2. ANNIE English Tokenizer: To tokenize the content to very simple tokens such 

as numbers, punctuation and words based on the English language. 

3. ANNIE Sentence Splitter: To split the text in to new sentences. 

4. ANNIE POS tagger: To detect and annotate part-of-speech tags. 

5. GATE Morphological Analyser: To analyse the morphological variations and 

identify the lemma (i.e. the dictionary form of the word) and affix of the terms 

considering tokens and POS tags. 
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6. OntoRootGazetteer and Flexible Gazetteer: To use as a reference list of topo-

nyms for the semantic processing. An ontology is required which can be de-

veloped using the GATE's 'Gaze Ontology Gazetteer Editor' ontology design 

and editing tool. 

7. JAPE Transducer: JAPE (JAVA Annotation Patterns Engine) establishes rules 

that can be used to combine annotations and build complex annotations to draw 

more semantic contexts of the contents. 

The annotations of messages were filtered manually and assigned the best location 

annotation for each message of Twitter and Ushahidi data where the annotations were 

available. Each of these messages were then manually geocoded for further processing 

and analysis. 

5.2.2.3. Ontology development for QLD Placename Gazetteer 

As discussed previously, ontologies are key to semantic information processing. An 

ontology set was developed to convert the general Queensland Gazetteer into an onto-

logical gazetteer. This was to enable the semantic processing of the selected CSD in 

this study. This research followed Noy and McGuinness' (2001) Ontology Develop-

ment 101 guide and the ontology development workflow proposed by Scheuer et al. 

(2013) for developing the QLDGazOnto ontology set. 

Answers were defined to the ontology development questions suggester by Noy and 

McGuinness (2001). Table 5.1 shows the questions and initial answers defined in this 

process. 
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Table 5.1 Ontology development questions and initially defined answers 

Question Answer initially defined 

What is the domain that ontology will 
cover? 

Flood disaster management. 

For what we are going to use the ontol-
ogy? 

For analysing the quality of Flood re-
lated CSD. 

For what type of questions the infor-
mation in the ontology should answer? 

Toponym identification, hierarchical 
placenames, spatial semantics, ambigu-
ity resolutions etc. 

Who is going to use and maintain the on-
tology? 

Flood disaster management staff 

Reusing existing ontologies is useful for saving development time and efforts. This 

research identified the GeoNames and WordNet ontologies as useful for the selected 

task. Although they did not fully cover the domain and scope of the study, modified 

versions were useful for the ontology development process. A comprehensive list of 

flood disaster management related terms was then created. The relevant terms from 

the selected existing ontologies and Queensland local gazetteer were utilised for this 

task. 

A schema was designed for the ontological gazetteer (QLDGazOnto) during the 

conceptualisation process and the GeoNames ontology adapted and reused. Each 

element of  schema represented the heirachical classess in the ontology set designed 

and their semantic combinations (i.e. a place can have one or more alternative names). 

There were different options for selecting ontology development software and tools 

including GATE ontology API, Protégé32, Fluent editor33, Neon-Toolkit34 etc. The on-

tology development process in this study was carried out using the GATE's ontology 

tools which provided the ontology viewing/editing facilities.  

 

                                                 
32http://protege.stanford.edu/ 
33http://www.cognitum.eu/semantics/FluentEditor/ 
34http://neon-toolkit.org 
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Figure 5.6 shows a view of the ontology set developed for QLDGazOnto by adapting 

the GeoNames ontology using the GATE software's ontology editor. 

 

 

 

 

 

 

 

 

 

 

Figure 5.6 QLDGazOnto development using GATE's ontology editor 

 

5.3. Results and Discussion 

5.3.1. CSD Location Analysis Results and Discussion 

Google	Maps	versus	QDNRM	data		

The users of the Crowdmap site mostly reported the location of incidents based on the 

Google Maps data unless they used the GPS location of a mobile device. These re-

ported locations were compared to the closest street name in the QDNRM roads data-

base that was identified using the closest road or street feature calculation by spatial 
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join explained in the section 5.2.1. The identified road names from the database were 

matched with the street name of the reported location. The results indicated that ap-

proximately 38% of the incident locations’ street names reported though the 

Crowdmap agreed with the QDNRM street names (Figure 5.7). This result raises an 

important question for the disaster responders. As official disaster responders rely on 

authoritative street name data, will they trust information based on other spatial data 

sources such Google Maps, as information verification is critical? However, this anal-

ysis does not provide sufficient depth of understanding as to the most accurate spatial 

data sources currently available and provides no evidence about the validity of infor-

mation on the other dimensions such as credibility or relevance.  

 

 

 

 

 

 

 

 

 

Figure 5.7 Street name matching results 

Google	Maps	versus	OSM	roads		

The use of OSM is becoming increasingly popular throughout the world. However, 

the lack of data coverage (Haklay et al. 2010) for many parts of the world, including 

Australia (Pullar & Hayes 2017), is limiting its wider utilisation. Within the study, the 

Ushahidi Crowdmap report locations were also compared with OSM Queensland 

street names. The matching results were quite low in comparison to the QDNRM street 

comparison results. Only around 16% of the reported incident locations were matched 

with OSM street names within the study area (Figure 5.7), even though both Google 

Maps and OSMs were conceptually similar, the data availability, content and quality 
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were obviously different. The key differences were that OSM is an open data project 

while Google Maps is closed at the level of its raw data capture and is designed for 

commercial operations. As google maps is a commercial product it is natural for the 

company to focus on geographical areas that may have commercial return. Therefore, 

some geographic areas are not as up-to-date as other areas. OSM is an open platform 

and anyone can freely contribute to the system or can use its services. Due to this fact, 

the content of the OSM is growing faster and sometimes can maintain high granularity 

even in remote and less developed areas. This can happen due to the interest over an 

event or a personal interest over an area concerned. A good example is the significant 

coverage change of the OSM after the Haiti earthquake in 2010 (Zook et al. 2010).   

 

Issues	of	QDNRM	and	OSM	street	data		

In understanding the issues related to the spatial data integration and potential auto-

mation of location data improvement, the street name matching results from this study 

(Figure 5.7) are very important. QDNRM data produced by Department of Natural 

Resources and Mines is the authoritative dataset for the state and outperformed the 

OSM data according to the analysis of the results. However, improvement in the 

QDNRM data is potentially possible as the study identified potential incompleteness 

of the street names. By combining the two datasets, an improved data matching was 

achieved with up to 42% of the records matching (Figure 5.7) and therefore identified 

the potential for the next generation of spatial data users to be part of the data improve-

ment through fusing authoritative and crowdsourced data for data improvement. 

Throughout the analysis, a number of issues were identified, where the street name did 

not match although the distance was less than 15 m from the road centreline. Some 

possible reasons for these issues are detailed as follows.  

 

Information	provider	decisions	on	importance		

Figure 5.8 shows a view of a report received and overlayed on Google Earth. Accord-

ing to the sender, the location of the Emergency Centre was in John Street. However, 

according to the spatial relationship analysis, it identified the nearest street as Church 
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Lane. In this case, the location data that was provided located the incident closer to 

Church Lane rather than John Street, which is the main road. In this case, the official 

address and the reported address have been confused.  If the spatial join had opted to 

select the 2nd or 3rd closest match it could have found the reported street name correctly. 

However, this research only selected the 1st closest match and the user reported street 

name was identified as incorrect in this scenario. 

 

 

 

 

 

 

 

 

Figure 5.8 Effect of personal choice for reported location 

Information	provider's	local	knowledge	

Figure 5.9 depicts two views of the report locations on Google Earth. The reporter has 

provided the location as Railway Street, however actually it is Victoria Street accord-

ing to Google Earth. When conducting a vicinity search for Railway Street, there was 

a connection between Victoria Street and Railway Street, which led the provider’s de-

cision to provide the detailed location as Railway Street. After exploring cases of mis-

match, it was identified that there were a number of issues related to the datasets being 

compared including, information incorrectly provided, incomplete road or street infor-

mation and lack of information detail.  

John Street 
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Figure 5.9 Effect of local knowledge for reported location 

There were numerous cases such as incorrectly supplied information, incomplete data 

and sometimes lack of data. The incorrect data may be the result of the typographical 

errors of the reporter (Figure 5.10a) or incomplete road segment information (Figure 

5.10b). According to the Google Earth street information, the report is accurate. How-

ever, when it was analysed along with the QDNRM roads, the street name appeared as 

‘a roundabout’ only and resulted in a mismatch. Furthermore, the OSM street data 

were mostly incomplete and lacking details for the reported locations. The matching 

percentage was less than 20% for the entire dataset (Figure 5.7). 
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Figure 5.10 Results of incomplete data 

Differences	in	location	of	the	incident	and	the	location	of	the	information	provider	

As Figure 5.11 illustrates, there is a considerable difference between the actual loca-

tion that the reporter described and the encoded location of the report. A possible rea-

son for this could be that the information provider was on the move or there were 

obstacles blocking the reporter such as flood waters. The reporter realised that in Fig-

ure 5.11 where it was identified that Melton Road was closed, but they may have re-

ported the incident when they reached a convenient and a safer location to do so. Other 

possible scenarios are the reporter can be in a moving vehicle, reporter is different 

from the observer, more than one observers and one reporter etc. 

 

 

 

 

 

(a) Typing errors 

(b) Incomplete road information 
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Figure 5.11 Differences of report and reporter locations 

5.3.2. Semantic CSD location extraction results and discus-

sion 

As reported in this analysis, the CSD's explicit location availability is low and the 

quality of the available location can often be problematic. In response to this limitation 

the next stage of the analysis semantically analysed the CSD message contents to iden-

tify location information from the message's textual descriptions. In the message de-

scriptions, the users often included the type of incident and a brief description of the 

incident location. Therefore, the analysis tested the possibility of semantically extract-

ing these textual locations as toponyms and then geocoding this data as real locations 

(i.e. latitude and longitude or grid coordinates). The approach utilised was explained 

in section 5.2.2.2 and used a semantic gazetteer lookup and Natural Language Pro-

cessing techniques. 

The selected CSD messages (i.e. 89 tweets and 268 Ushahidi posts) were semantically 

annotated and Table 5.2 lists the annotation accuracy matrix. The GATE's ‘Annotation 

Diff’ tool defines: 

 Precision as the measure of the number of correctly identified items as a per-

centage of the number of items identified 

 Recall as the measure of the number of correctly identified items as a percent-

age of the total number of correct items and  
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 F-Measure as the weighted average of those two.  

The ANNIE Gazetteer is a global gazetteer used in GATE as the default gazetteer. The 

QLDGazetteer is Queensland's official place name gazetteer while QLDGazOnto was 

its ontological version developed in this study. It was developed with the main focus 

on the Ushahidi dataset and the results were dominant in tagging the Ushahidi dataset 

based on the Ontological Gazetteer. Generally, the ontology development is a cyclic 

process and often needs revision. In the analysis undertaken, the ontology was de-

signed and tested using a sample (i.e. 150 Ushahidi posts) of the CSD data which does 

provide some limitations.  

Table 5.2 Comparison of gazetteer success for Twitter and Ushahidi 

Composition of Gazetteers 

Ushahidi Twitter 
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ANNIE Gazetteer 14 28 19 21 54 30 

ANNIE+QLDGazetteer 32 41 36 37 64 47 

QLDGazetteer 19 64 29 34 62 44 

QLDGazOnto 96 90 93 36 55 44 

The results in Table 5.2 indicate that the all annotation quality indicators (i.e. Preci-

sion, Recall and F-Measure as percentages where higher values indicate better results) 

were low when using the GATE's global ANNIE gazetteer. For the Twitter data anno-

tation, it was comparatively higher and the recall value was over 50%. The combined 

use of global and local gazetteers i.e. Queensland Place name gazetteer (QLDGazet-

teer) and ANNIE global gazetteer provided higher quality output than the global gaz-

etteer alone for both Twitter and Ushahidi data. The use of a local gazetteer provided 

higher annotation quality than the global gazetteer. However, quality of that option 

was lower than the local and global gazetteer combination. Interestingly, the recall 

remained high as over 60% in both datasets for the local gazetteer based annotation. 
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Annotation quality measures of the semantic local gazetteer (QLDGazOnto) use were 

comparatively higher for almost all indicators for the Ushahidi dataset and indicated 

slightly higher precision and F-Measure with a slightly lower recall factor for the Twit-

ter data annotations. With the annotation quality results, it was more advantageous to 

use local gazetteers for place name extraction. Although, the combined use of global 

and local gazetteers showed some improvements, care needs to be taken not to intro-

duce more geo-geo ambiguities. The use of semantics has indicated some improve-

ments in the CSD place name extraction. However, further studies are required to val-

idate this trend. 

It is recognised that the results indicate a bias to the Ushahidi annotation accuracy as 

the ontology was developed on the same dataset. However, the annotation accuracy 

results of the Twitter dataset were encouraging as it is independent of the ontology 

development.   

 

 

 

 

Figure 5.12 Location availability of semantically processed CSD 

In the geocoding phase, 24% of the Twitter messages (Figure 5.12) in the study area 

were able to be semantically geocoded through the research approach. For Ushahidi 

this was 54% which is very close to the location availability of original Ushahidi 

Crowdmap reports when duplicates were removed. Figure 5.13 shows the new seman-

tically detected locations of the selected Ushahidi and Twitter CSD samples. 
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Figure 5.13 Semantically detected new CSD locations 

 

5.4. Chapter summary 

Modern spatial data such as CSD may consist of locations in the form of explicit (i.e. 

locations which are derived from the location sensors attached to the smart phone used) 

or implicitly (i.e. explained textually in the CSD descriptions). This analysis found that 

the CSD's implicit location extraction is challenging but possible. This chapter ex-

plored CSD location quality analysis methods and compared the available location 

information of CSD with three different forms of base data namely, free and open-

source, proprietary and closed and authoritative data. Moreover, it presented an ap-

proach to semantically extract the implicit location hidden in CSD textual descriptions 

using semantic gazetteer lookup and Natural Language Processing techniques. Results 

of the semantic location extraction were then discussed along with some identified 
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issues. The next chapter will describe the CSD credibility and relevance analysis based 

on approaches used in other fields of information communication and technology.  



Chapter 6: CSD Credibility and Relevance Assessment 

 

108 

 

 

 

 

 

 

 

 

 

 

Chapter 6: CSD Credibility and Relevance 

Assessment 

 

 

 

 

 

 



Chapter 6: CSD Credibility and Relevance Assessment 

 

109 

 

6.1. Introduction 

The previous chapter presented the research outcomes on the Ushahidi Crowdmap 

public reports street name comparison and the semantic location information retrieval 

from CSD. The first part of this chapter explores the research methods applied to CSD 

credibility and relevance analysis. The CSD credibility assessment methods are de-

scribed along with the model design, system training and testing procedures. Next, the 

CSD relevance detection methods are described and finally, the results, discussions 

and conclusions of the CSD credibility and relevance analysis are detailed. 

 

6.2. Research methods 

6.2.1. CSD credibility analysis 

The CSD credibility detection approach consisted of two distinct phases including a 

system training phase and a credibility detection phase. As indicated previously, dur-

ing the 2011 Australian floods, the Australian Broadcasting Corporation (ABC) devel-

oped a customised version of the Ushahidi Crowdmap to report/map disaster commu-

nications. This data was comprised primarily of text based content that was submitted 

by volunteers during the flood event.  The data included input from a heterogeneous 

range of volunteers who submitted reports during a relatively short period of time (ap-

proximately 7 days) via various channels including a mobile app, a website, SMS mes-

sages, emails, phone calls and Twitter. A part of that dataset was used in this analysis 

to train the CSD detection system and then to test the credibility of remainder of the 

dataset. Figure 6.1 shows a simplified view of the credibility detection process. 
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Figure 6.1 Simplified credibility analysis process 

6.2.1.1. CSD credibility detection algorithm based on spam email de-

tection approach 

An algorithm for the CSD credibility detection based on the naïve Bayesian Network 

was developed for the analysis. The Java35 programming language was used for coding 

the system within the NetBeans36 Integrated Development Environment (IDE).  The 

pseudo code of the algorithm consisted of two phases including training and testing, 

and is listed below. 

 

                                                 
35https://java.com 

36https://netbeans.org/ 
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Phase 1: Start training 

Select Classifier and Training Data set 

for each Message mi in Training Dataset Dtr do 

for each Word in the Corpus do 

Calculate the Credible and Unreliable Probabilities and store in the 

Hash Table 

end for 

end for 

End training 

Phase 2: Start classification 

Select Classifier, Testing Dataset and Hash Table 

for each Message mi in the Training Dataset Dtr do 

for each Word in the Corpus do 

Calculate the Word Probability for being Credible and Unreliable 

Update Hash Table 

end for 

Calculate combined Probability for the Message 

if combined Probability > Threshold 

Label Message as Credible 

else 

Label Message as Unreliable 

end if 

end for 

End classification 

 

The probability threshold was determined after the initial testing and was set at the 

0.9 probability level (Threshold = 0.9). 
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Figure 6.2 CSD Credibility detection workflow 

Figure 6.2 illustrates the key steps in CSD credibility detection approach based on the 

naïve Bayesian Network and the classical "bag of words" model popular in spam email 

detection.  

The ABC's 2011 Australian Floods Crisis Map dataset (Ushahidi Crowdmap) was used 

as the input CSD. The dataset was initially pre-processed using the steps explained in 

Figure 6.2. After the data pre-processing, the system was trained using a training sam-

ple dataset. Within the ABC’s Ushahidi Crowdmap, there were approximately 700 

reports during the period of 9th-15th of January 2011 which often included information 

about the location where the report had originated. After the initial duplicates were 

removed, there were 663 unique Ushahidi Crowdmap reports remaining. The dupli-

cates of the dataset were removed using the 'Remove duplicates' tool of the Microsoft 

Excel software.  

 

CSD Input 

Use pre -identified samples of credible and 
unreliable messages to train the system  

Credible data store 

Training Training data 

Detection of  
credible data 

Credibility detection engine based on content analysis 
and naïve Bayes theorem

Quality  
acceptable No

Yes

R
e-

tr
ai

n 

1. Removing unwanted contents  
(e.g. numbers, units, time, date, hashtags, Twitter user accounts and URLs)

2. Tokenization and Normalization - Split the sentence in to tokens, analyse and convert 
abbreviations and short forms commonly used in Twitter messages to normal form (e.g. 

B4>>Before, Nxt>>Next, Cnr>>Corner)

3. Stemming and Lemmatization: Adjusting to the base form (e.g. closed>>closing>>close) 

4. Stop word removal: common English words (e.g. of, and, the etc.) 

5. Removal of non-words: Numbers, punctuations, whitespaces  
(e.g. tabs, newlines, spaces)
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For training and testing purposes, approximately 20% of the total reports (143 reports) 

were randomly selected from this Ushahidi Crowdmap dataset. Eighty percent of these 

reports (110 reports) were then selected as training data and the remaining 20% se-

lected as the testing data (33 reports). The remainder of the full dataset (520 reports) 

was later used for the credibility detection analysis.  

The whole dataset was initially pre-processed to prepare for the training, testing and 

credibility detection. The training data set was classified through a manual decision 

process which identified messages that where either credible or unreliable based on 

the credibility of terms within the message.  The classification was undertaken by a 

reviewer who had local and expert knowledge of the disaster area. The system was 

then trained and tested using the testing data set under two different environments 

namely, unforced and forced conditions, to test the accuracy and performance im-

provements. 

In the unforced training, the data processing of the test data followed the normal pre-

processing steps and was then used directly for refining the training of the system. The 

results of this unforced training provided a report on the level of possible false posi-

tives in the classification. A high level of false positives is indicative of a possible bias 

in the classification process and is often referred to as Bayesian poisoning (Graham-

Cumming 2006).  The purpose of the forced training was then to review the false pos-

itives and other classified data to improve the quality of the classification process and 

hence re-train the system. The forced training required human intervention to improve 

the training of the system and therefore some terms which had artificially increased 

the credibility of the messages were identified and removed. This enabled the training 

of the system to be further refined and to more effectively distinguish the credible or 

unreliable messages.  

The forced training process consisted of the following stages: 

 The location terms were removed/disabled from both the credible and un-

reliable messages 
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 Highly credible terms such as evacuation centre, road close, police, hospi-

tal etc. were removed from unreliable messages to give more weight to 

similar terms in the credible messages and to avoid Bayesian poisoning 

 Removing messages which could cause a high false positive rate and there-

fore avoid Bayesian poisoning (i.e. removing whole messages such as 

“Lots of road closures due to flooding, our back fence was partially pulled 

down by the flooded Coonowrin creek overnight.”)  

When location terms appeared frequently in messages, these terms tended to increase 

the probability of the message being credible when in reality this was not the case. 

This impacted both the credible and unreliable messages. This impact was reduced by 

removing all the location terms in both credible and unreliable training sample mes-

sages. The Queensland Place Names Gazetteer was used as the basis for removing 

location terms as it provided a list of registered geographic locations and places. All 

incoming message terms were cross checked against the gazetteer list and discarded if 

found. Due to the large range and complexity of local or vernacular place names, these 

were not identified and would therefore be ignored by the gazetteer. 

The full message structure from the Ushahidi reports included information on message 

number, incident title, incident date, location, description, category, latitude and lon-

gitude. For example: 

"101, Road closure due to flooding, 9/01/2011 20:00, Esk-kilcoy Rd, Fast running wa-

ter over the road at the bottom of the decent[sic] below lookout, Roads Affected, -

27.060215, 152.553593". 

Some of the message descriptions were very brief in the Ushahidi Crowdmap data. 

The content of these messages was further reduced when some of the pre-processing 

activities were undertaken including the removal of numbers, units, time, dates, 

hashtags, Twitter user accounts and URLs. If the number of characters of these mes-

sages were less than 30 characters, the data columns "Incident Title" and "Description" 
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were manually combined (see Table 6.1) to make the descriptions more comprehen-

sive and meaningful. 

Table 6.1 Example of the combination results of the Incident title and Description of the 

Ushahidi Crowdmap message fields 

Incident title Description Combined message 

Road Closed-Manly Rd be-

tween new Cleveland Rd 

and Castlerea St, Manly 

Road closed 

due to 

flooding 

Road Closed-Manly Rd between new 

Cleveland Rd and Castlerea St, 

Manly road closed due to flooding 

In some cases, this combination did not provide a meaningful result and did not satisfy 

the above condition. Therefore, the "Location" column was also combined in these 

situations (see Table 6.2) to improve the message meaning. However, a small number 

of messages had to be discarded as they failed in any of the above operations. 

Table 6.2 Example of the combination result of the Incident title, Description and Location 

of the Ushahidi Crowdmap message fields 

Incident title Description Location Combined message 

Roads Af-

fected 

Not passa-

ble 

Gailey Rd, 

St Lucia 

Roads Affected Not passable Gailey 

Rd, St Lucia 

 

The following example shows how the original Ushahidi Crowdmap message was pro-

cessed after tokenisation, stemming, lemmatisation and stop-word removal before be-

ing used for training, testing and credibility detection.  

Original Ushahidi Crowdmap message: 

'Access to Stanthorpe town is severely restricted and all residents along Quart Pot 

Creek have been ordered to evacuate'. 

Tokenized, stemmed and lemmatized message: 

'access to Stanthorpe town be severely restrict and all resident along Quart Pot Creek 
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CSD 

 

Geo-parsing, Reference Resolution, 
Grounding References 

Indexing and Relevance rank-
ing using standard TF-IDF 
Vector Space Model algorithm 

Indexing and Relevance Ranking 

Combining and Re-ranking using geo-thematic query specificity 

Geo-thematic Relevance ranked CSD 

Pre-Processing Pre-Processing 

Ontology User Query 

have be order to evacuate'. 

Stop-word removed message: 

'access stanthorpe town severely restrict resident along quart pot creek order evacuate'. 

6.2.2. CSD relevance analysis 

Previous research showed that CSD relevance analysis had been investigated using a 

variety of methods. This research provided a solid theoretical foundation to utilise Ge-

ographic Information Retrieval techniques to assess the CSD relevance. However, the 

suitability of each approach depends on the data and the task in hand. To test the geo-

graphic information retrieval a test was implemented using a Java framework, Lucene 

IR software and the GATE natural language processing software. The Ushahidi 

Crowdmap dataset of 2011 Australian floods was used as the testing dataset. From the 

Crowdmap reports, 200 random messages were selected for this analysis for easy ma-

nipulation and to better understand the system's behaviour. After the pre-possessing 

explained below, 182 reports remained for the thematic and geographic scope analysis.  

 

 

 

 

 

 

 

Figure 6.3 CSD relevance detection approach adapted from Zaila and Montesi's (2015) GIR 

architecture 
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Figure 6.3 depicts the overall CSD relevance analysis approach adopted in this re-

search. The CSD was analysed based on two key scopes, the thematic scope and the 

geographic scope. These are explained in more detail below. In each instance, the pre-

processing of CSD was carried out to prepare the unstructured raw dataset for further 

processing. This included actions such as duplicate removal, tokenizing, stop-word 

removing (i.e. removing common terms similar to prepositions etc., stemming and 

lemmatization (i.e. bringing the word to its base form such as 'flooding' to 'flood') and 

removing non-words such as numbers, white spaces etc. Other steps in each of the 

scope analyses are explained in the sections below. 

6.2.2.1. Thematic scope analysis 

The thematic scope relevance analysis used the Lucene open-source keyword match-

ing information retrieval system. Lucene is based on standard Term Frequency – In-

verse Document Frequency Vector Space Model (TF-IDF VSM) model explained in 

the section 3.3.2.1. 

The thematic scope analysis was conducted using two Java programs which were con-

structed based on Lucene 6.0 API and its standard analyser. The first Java program 

was developed for indexing the dataset and the second program was used to perform 

the searching.  

6.2.2.2. Geographic scope analysis 

The geographic scope analysis differs from the thematic analysis. As identified in the 

section 3.3.2.1, the geographic scope analysis tasks including geo-parsing, reference 

resolution and grounding references can be performed using a natural language pro-

cessing based gazetteer lookup approach. These tasks were carried out using the GATE 

software. The selected sample of the CSD dataset had to first undergo pre-processing 

in order to filter inappropriate content such as duplicates. However, tokenizing, stem-

ming and lemmatizing pre-processing tasks which were used in the thematic scope 

analysis were not performed during the pre-processing of geographic scope analysis 
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as they were undertaken within the GATE software through a morphological analysis. 

The geo-parsing, reference resolution and grounding reference tasks that were per-

formed are detailed below. 

Generally, geo-parsing is expected to identify and tag toponyms and the geographic 

reference resolution to identify the best (i.e. most appropriate) toponym for the CSD 

report. The reference resolution is more challenging when ambiguities such as geo-

geo or geo-non-geo occur. For both of the above tasks, it was required to identify pos-

sible toponyms in the message content by searching a reference list such as a gazetteer. 

The semantic geo-parsing (or semantic location extraction) process was explained in 

detail in the section 5.2.2.2. 

The process of geographic reference resolution includes mapping toponyms and iden-

tifying the most appropriate toponym for the content. This is quite important when 

there are possible ambiguities. Mostly, these situations consist of relationships terms 

such as 'near' and contain contextually important information that can be resolved us-

ing an algorithm proposed by Martins et al. (2006) in association with context based 

semantic processing. Their approach was to split the queries into triples to form <what, 

relation, where> relations by concatenating the individual tokens. The relation terms 

were identified using a list of possible values such as 'near', 'between', 'crossing' and 

'south of' etc.  

Java Annotation Pattern Engine (JAPE) transducers were more useful in the process 

of geographic reference resolution to identify appropriate location according to the 

relationships described above. A number of JAPE rules were developed to resolve the 

ambiguities and to tag the messages with the most appropriate toponym with the help 

of QLDGazOnto ontological gazetteer. The final step of geographic scope resolution 

analysis was to geo-tag by assigning geographic coordinates to the CSD messages. 

Once the geographic reference resolution was completed all the messages were tagged 
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with a toponym using JAPE rules (see Figure 6.4). For the geo-tagging task, the topo-

nyms were searched from the QLDGazOnto semantic gazetteer and then assigned the 

relevant geo-coordinates. 

 

 

 

 

 

Figure 6.4 Example JAPE rule used for semantic geo-tagging 

After completing the Geographic Scope Resolution (GSR) process, the next task was 

to calculate the geographic similarity measures.  

The geographic similarities were calculated using the equation (5) below (also listed 

in Section 3.3.2.1) by considering the geographic scope of the query and the geo-

graphic scope of each CSD report using the QLDGazOnto ontology information.  

The value for the variable ܭ in equation (5) below was identified as 0.8 after manual 

testing.  

ܵ݅݉ீ൫ܵ௤, ܵ௠൯ ൌ ܭ ൈ ൛݀ݏ݊ܫ൫ܵ௤, ܵ௠൯ ൅ ,൫ܵ௤݉ݔ݋ݎܲ ܵ௠൯ൟ ൅ ሺ1 െ ሻܭ ൈ ܾܵ݅൫ܵ௤, ܵ௠൯ 

… (5) 

Example for geographic similarity calculation: 

Query (q): "Road closed due to flood in Toowoomba" 

Processed Message (m): "resident dalby ask evacuate home likely inundate by west-

ern downs disaster coordination centre dalby" 

Phase: OntoMatching // phase name 
Input: Lookup 
Options: control = applet // control type 
Rule: GeoTag   // rule name 
({Lookup.class == Place} 
) //search for place names in the semantic gazetteer 
:place--> 
:place.Mention = {class = :place.Lookup.class, inst = :place.Lookup.inst} 
//match and tag with toponym 
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Scope of the ܵ௤ = Toowoomba 

Scope of the Message ܵ௠= Dalby 

,൫ܵ௤݀ݏ݊ܫ ܵ௠൯ ൌ 0 as Dalby is not Inside Toowoomba 

,൫ܵ௤ݐݏ݅ܦ ܵ௠൯ ൎ 80	݇݉ 

൫ܵ௤൯݈ܽ݊݋݃ܽ݅ܦ ൌ 220	݇݉ 

By substituting the above values in equation (6) 

,൫ܵ௤݉ݔ݋ݎܲ ܵ௠൯ ൌ
1

1 ൅ ଼଴

ଶଶ଴

ൌ 0.74 

ܾܵ݅൫ܵ௤, ܵ௠൯ ൌ 1 as Dalby and Toowoomba are siblings in the ontology set. 

Therefore, by substituting above values in the equation (5); 

ܵ݅݉ீ൫ܵ௤, ܵ௠൯ ൌ 0.8 ൈ ሼ0 ൅ 0.74ሽ ൅ ሺ1 െ 0.8ሻ ൈ 1 ൌ 0.79 

Finally, the geographic and thematic relevance lists were merged to create the final 

geo-thematic relevance ranked list. The final ranked list was calculated using the 

weighted sum method equation (9) and (10) (see Section 3.3.2.2) proposed by  Yu and 

Cai (2007)  which considered the thematic and geographic specificities of the query.    

Example for geographic specificity calculation: 

Area of the geographic scope of query (Convex hull): ܽ݁ݎܣ൫ܩ௤൯ ൌ 16535kmଶ 

Area of the coverage of all messages in the dataset: ܽ݁ݎܣሺܩெሻ ൌ 	996865	kmଶ 

Substituting these values in the equation (8) (see Section 3.3.2.2) the geographic spec-

ificity ܵீܿ݌(i.e. how specific the geographic scope of the query is) of the above query 

(q) was calculated as 1.78. 
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Example for thematic specificity calculation: 

The Conceptual Term Matrix (CTM) for each term of the query (q) was calculated 

using the WordNet ontology as below. 

Step 1: Extraction of CTM for terms in the query 

Conceptual values for each of the query terms were extracted (Table 6.3) using infor-

mation of the WordNet ontology. 

Table 6.3 Extracted CTM for each term of the query (q) 

Query 
Term 

Parts of 
Speech 

# Senses 
C1 

# Syno-
nyms 

C2 

# Level 
C3 

# Chil-
dren 
C4 

Road 

R1 (Noun) 2 1 2 20 

R2 (Verb) 0 0 0 0 

R3 (Adjective) 0 0 0 0 

Closed 

R1 (Noun) 0 0 0 0 

R2 (Verb) 17 8 15 12 

R3 (Adjective) 9 15 0 0 

Flood 

R1 (Noun) 6 3 6 4 

R2 (Verb) 4 3 4 3 

R3 (Adjective) 0 0 0 0 

 

Step 2: Weighing 

The purpose of the weighting was to convert the extracted CTM integer values into 

weights in the range of 0 and 1. Twelve membership functions were developed using 

the Parts of Speech statistics (POS) (Min, Max, AVG) (Table 6.4) of the WordNet 

ontology and general weighting functions (Figure 6.5 (a) and (b)). 
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Figure 6.5 General weighting function for (a) Nouns, verbs, adjectives – senses, synonyms, 

and children  (b) Nouns and verbs levels (Sakre et al. 2009) 

The weighted CTM matrix (see Table 6.5 for example) for each term of the query was 

computed using the weighting functions formulated using the general weighting func-

tions listed in the Figure 6.5 and the POS statistics (Table 6.4) of the WordNet ontol-

ogy. 

Table 6.4 Min, Max, AVG statistics for Parts of Speech of WordNet (Sakre et al. 2009) 

Part of 

Speech 

Conceptual Type [MIN, 

MAX] 

AVG 

Noun 

Senses [1,7] 2.76 

Synonyms [0,7] 1.58 

Levels [1,16] 7.5 

Children [0,77] 31 

Verb 

Senses [1,7] 3.54 

Synonyms [0,7] 1.96 

Levels [1,8] 3.64 

Children [0,29] 10.8 

Adjective/Ad-

verb 

Senses [1,7] 2.79 

Synonyms [0,7] 1.7 

Levels N/A N/A 

Children N/A N/A 

 

 

(a) (b) 
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Table 6.5 Example weighted CTM of the term 'Flood' 

 

 

R1 (Noun) 

R2 (Verb) 

R3 (Adjective) 

    

0.100 0.350 0.375 0.875 

0.450 0.400 0.500 0.850 

0 0 0 0 

 

Step 3: Fusing 

After computing weighted CTM for each query term the weights were then com-

bined using the row and column combining equations listed below and the weight 

fusing matrix (Figure 6.6) where the value set to 0.5.  

Firstly, each column of the weighted CTM were fused using the equation; 

௡ܥ ൌ
∑ ௠ܸ௡ ൈ௠ ௠ܹ௡

∑ ௠ܹ௡௠
 

Where ܥ௡ is the concept number and m, n are the rows and columns respectively. 

This resulted in a row vector R= {0.1833, 0.2500, 0.2917, 0.5750} which was then 

fused using the row averaging equation below to calculate the final CTM for each term 

of the query;  

௤ܯܶܥ ൌ
∑ ௡ܥ ൈ௡ ௡ܹ

∑ ௡ܹ௡
 

Therefore, the final conceptual weighted CTM value for the term 'Flood' was calcu-

lated as 0.3251 and 0.1709, 0.1209 for the terms 'Road' and 'Closed' respectively. The 

term 'Toowoomba' was discarded as there was no results for the any concepts within 

the ontology. 

C1 
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C2 

(Synonyms)
C2 

(Level)
C2 

(Children) 
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0.100 0.350 0.375 0.875 0.5 0.5 0.5 0.5 

0.450 0.400 0.500 0.850 0.5 0.5 0.5 0.5 

0 0 0 0 0.5 0.5 0.5 0.5 

   Conceptual Term Matrix  Weight Fusing Matrix 

Figure 6.6 Fusing CTM weights using the Weight Fusing Matrix 

Finally, the thematic specificity ்ܵܿ݌ (i.e. how specific the thematic scope of the 

query) of the above query (q) was calculated as 0.541 using the equation (7) in the 

section 3.3.2.2. 

 

6.3. Results and discussion 

6.3.1. Results and discussion of the CSD credibility analysis  

The CSD credibility analysis was performed using the Ushahidi Crowdmap dataset 

and a naïve Bayesian Network model trained using a selected sample of the dataset. 

The results of the analysis are explained below. 

6.3.1.1. Results of the initial training and testing using different sized 

training data 

The system developed for CSD credibility detection was initially trained using two 

different sized training data sets to assess any variations in the outcomes based on the 

size of the training data set used. The first training data set from the Ushahidi 

Crowdmap data consisted of 35 messages of which there were 25 credible messages 

and 10 messages identified as unreliable. The second training set was a larger training 

C1 C2 C3 C4 C1 C2 C3 C4 
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sample and consisted of 77 messages with 53 credible messages and 24 messages iden-

tified as unreliable.  

A test dataset of 33 messages was then tested using both the smaller and larger training 

data sets to train the system under both forced and unforced conditions. The test dataset 

was also manually pre-classified to identify credible messages and unreliable mes-

sages in order to confirm the accuracy and performance during the testing. Table 6.6 

shows example messages of correctly and misclassified results. A possible reason for 

misclassifications may be the appearance of more credible types of terms in unreliable 

reports and the vice versa. Tables 6.7 to 6.10 show the classification results for the 

four test environments.  Test 1 utilised the smaller training data set (35 messages) to 

train the system and then used 33 test messages under unforced training conditions.  
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Table 6.6 Examples of correctly and incorrectly classified messages. 

Correctly Classified Misclassified 

Credible Unreliable 
Actually Credi-
ble – Classified 

Unreliable 

Actually Unreliable 
–Classified Credi-

ble 
Gold Coast - Spring-
brook Road is closed 
between Belmont 
Park Dv and Pine 
Creek Rd due to 
flooding. Also closed 
at the Austineville Rd 
turn off. 

Fast running water 
over the road at the 
bottom of the de-
cent below lookout 

The Ipswich 
Show Grounds 
has been declared 
the evacuation 
centre. For more 
information go to 
the Queensland 
Police Service Fa-
cebook page. 

Lots of road clo-
sures due to flood-
ing, our back fence 
was partially pulled 
down by the flooded 
Coonowrin 
creek overnight.  

An emergency evacu-
ation centre was set 
up at the Gatton Shire 
Hall in North Street 
Gatton. Residents 
who were evacuated 
from their homes in 
Grantham, Helidon 
and the low-lying 
parts of Gatton. 

Evacuation - Too-
goolawah from 
river risingg My sis 
has been told to 
evacuate by the 
SES as the water 
has reached her 
fence 

Flash flooding at 
Goodna. Picture 
of Leslie Park off 
Bertha Street 
Goodna where the 
floodwater is ris-
ing. 

I live in Dubai and 
own a house in El-
lena Street 
Paddington BNE, 
can you please ad-
vise if this house 
was affected? 

Queensland Police 
Service: The D'Agui-
lar 
Highway at Kilcoy is 
now closed in both 
directions. Police re-
mind motorists not to 
attempt to cross 
flooded roads or 
causeways. Police re-
mind motorists not to 
attempt to cross 
flooded roads or 
causeways. 

Thanks local baker 
keep spirit keep 
bake 
provide bread other 
side town picture 
nothing 

There are two 
evacuation centres 
in Dalby. South 
State School, 
Bunya and Owen 
Steets, in Dalby. 
You can also 
evacuate to the 
Dalby Agriculture 
College in Nichol-
son Street.  

Creek (now river) 
still a 
long way over and 
flowing fast - no 
traffic passable. 

Test 2 utilised the same training data set (35 messages) and the 33 test messages but 

this time under forced training conditions. Test 3 utilised the larger training data set 

(77 messages) to train the system and then the 33 test messages under unforced training 
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conditions. Finally, Test 4 utilised the larger training data set (77 messages) with the 

33 test messages but again this time under forced training conditions. 

The terms True Positive (TP), True Negative (TN), False Positive (FP) and False Neg-

ative (FN) were used to compare the results of the classification. A True Positive result 

correctly predicts a “Credible” outcome when it is “Credible”, a True Negative result 

correctly predicts an “Unreliable” outcome when it is “Unreliable”, a False Positive 

result falsely predicts a “Credible” outcome when it should be “Unreliable”, and fi-

nally, a False Negative result falsely predicts an “Unreliable” outcome when it should 

be “Credible”. 

Table 6.7 Test 1 - Unforced training using the small training sample (35 messages) and 33 

test messages. 

 
Classified as 

Credible 
Classified as 
Unreliable 

Total 

Actually Credible 24 (TP) 1 (FN) 25 

Actually Unrelia-

ble 
7 (FP) 1 (TN) 8 

Total 31 2 33 

 

Table 6.7 results indicates that the system correctly classified 24 out of 25 credible 

messages during unforced training, but only one out of the eight messages identified 

as unreliable was correctly classified. This outcome resulted in a high number of False 

Positives for the unforced training which indicated that further training was required. 

When the system utilised the same training data set but ran under forced training con-

ditions the results as expected varied (Table 6.8). Of the 25 credible messages 23 mes-

sages were correctly classified and only two messages incorrectly classified. These 

results only varied slightly from the unforced training outcomes in regard to detecting 

credible messages correctly. However, there was a significant improvement in the cor-

rect detection of unreliable messages with all messages being correctly classified dur-

ing this test. Overall, the results were considered acceptable with a high classification 
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accuracy for both the credible and unreliable messages classification and hence vali-

dated the forced training conditions. 

Table 6.8 Test 2 - Forced training using small training sample (35 messages) and 33 test 

messages. 

 
Classified 

as Credible 
Classified as 
Unreliable 

Total 

Actually Credible 23 (TP) 2 (FN) 25 

Actually Unreliable 0 (FP) 8 (TN) 8 

Total 23 10 33 

 

Next, the size of the training sample was increased from 35 messages to 77 messages 

and then the unforced and forced training was repeated on the same test data set. The 

results of the unforced training are shown in Table 6.9 and identify that for the credible 

message classification, 21 out of 25 messages were correctly classified which was a 

small decrease in accuracy compared to the previous result (Table 6.7). However, the 

classification accuracy of unreliable messages improved from one correctly classified 

message to five correctly classified messages out of the eight to be classified. 

Table 6.9 Testing 3 – Unforced training using the larger training sample (77 messages) and 

33 test messages. 

 
Classified as 

Credible 
Classified as 
Unreliable 

Total 

Actually Credible 21 (TP) 4 (FN) 25 

Actually Unreliable 3 (FP) 5 (TN) 8 

Total 24 9 33 

 

Finally, Table 6.10 shows the results of the classification using the larger training data 

set under forced training conditions. The results of the testing are identical to the forced 

training using the smaller training data set with 23 out of 25 credible messages cor-

rectly classified and all eight unreliable messages were also correctly classified. This 
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indicated that the forced training conditions were consistent and were not impacted by 

the changed training sample size. 

Table 6.10 Test 4 - Forced training using the larger training sample (77 messages) and 33 

test messages. 

 
Classified 

as Credible 
Classified as 
Unreliable 

Total 

Actually Credible 23 (TP) 2 (FN) 25 

Actually Unreliable 0 (FP) 8 (TN) 8 

Total 23 10 33 

A number of measures such as accuracy, precision, sensitivity and the F1 score pro-

vided an indication of each classification’s effectiveness. The accuracy, which is the 

ratio of correctly predicted observations, was calculated by the formula 

(TP+TN)/(TP+TN+FP+FN). The precision or Positive Predictive Value (PPV) is the 

ratio of correct positive observations and was calculated by TP/(TP + FP). The F1 

score (F1) is used to measure classification performance using the weighted recall and 

precision, where the recall is the percentage of relevant instances that are retrieved and 

was calculated using formula 2*TP / (2*TP + FP + FN). The sensitivity or True Posi-

tive Rate (TPR) was calculated by TP / (TP + FN). 

The classification quality for the four tests are summarised in Table 6.11. The accuracy 

and precision was higher for the forced training outcomes for both training sample 

sizes and indicates the impact of the forced training. It can also be seen that the classi-

fication accuracy and precision increased slightly for the unforced training outcomes 

when the larger training sample size was utilised. However, the precision and accuracy 

outcomes for the forced training were similar and indicate that there may be a lesser 

dependency on the size of the training data set when forced training is utilised. The 

F1-Score did not change with the sample size but the measures indicate that the forced 

training again performed better than the unforced training scenarios. Finally, the clas-

sification sensitivity remained constant for the forced training for both training sample 

sizes but dropped slightly with the larger training sample size for the unforced training 
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test outcomes.  

Table 6.11 Quality of the CSD Classification 

 

 

 

 

 

 

 

 

6.3.1.2. Results of the full Ushahidi Crowdmap data CSD credibility 

analysis 

After the training testing of the system was completed to an acceptable classification 

quality, the full Ushahidi Crowdmap sample of remaining 433 messages was analysed 

for credibility. As the Figure 6.7 (a) indicates, 54% (234 out of 433) of the messages 

were identified as credible using an unforced training classification. However, when 

the system was run under forced conditions, 77% (334 out of 433) of the messages 

were identified as credible (Figure 6.7 (b)). This was a more confident value than the 

previous result as the accuracy and precision of the credibility detection was higher. 

 

 

 

Test Scenario 

A
cc

u
ra

cy
 

P
re

ci
si

on
 

F
1-

S
co

re
 

S
en

si
ti

vi
ty

 

Test – 1 Unforced 
Using the small training sample  

(35 messages) and 33 test messages 
76 77 86 96 

Test -2 Forced 
Using the larger training sample  

(77 messages) and 33 test messages 
94 

10
0 

96 92 

Test – 3 Unforced 
Using the small training sample  

(35 messages) and 33 test messages 
79 88 86 84 

Test – 4 Forced 
Using the larger training sample  

(77 messages) and 33 test messages 
94 

10
0 

96 92 
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Figure 6.7 Assessed Credibility of 2011 Australian floods Ushahidi Crowdmap data 

6.3.2. Results and discussion of the CSD relevance analysis  

In the CSD relevance analysis, 182 Ushahidi Crowdmap messages were selected for 

the geo-thematic relevance analysis after the initial pre-processing. There are various 

quality metrics to test the performance and quality of the results from this analysis. 

Measures such as recall and precision are popular measures in these classification sys-

tems. However, precision is often regarded as a more important measure than recall in 

rank based IR systems if the user does not intended to retrieve all relevant records 

(Inkpen 2007). In relation to the information retrieval, precision refers to the fraction 

of retrieved documents that are relevant to the query, whilst recall is a representation 

of the fraction of documents that are relevant to the query that are successfully re-

trieved (https://wikipedia.org). The Precision can be calculated by: 

݊݋݅ݏ݅ܿ݁ݎܲ ൌ
|ሼݐ݊ܽݒ݈݁݁ݎ	ݏݐ݊݁݉ݑܿ݋݀ሽ ∩ ሼ݀݁ݒ݁݅ݎݐ݁ݎ	ݏݐ݊݁݉ݑܿ݋݀ሽ|

|ሼ݀݁ݒ݁݅ݎݐ݁ݎ	ݏݐ݊݁݉ݑܿ݋݀ሽ|
 

Other measures including Average Precision (AP), Mean Average Precision (MAP) 

and Precision at K are the measures often used in modern web based information re-

trieval systems as the recall may not represent a meaningful measure where thousands 

of relevant documents are present in such systems. Average Precision refers to the 

precision averaged across all values of recall between 0 and 1.  



Chapter 6: CSD Credibility and relevance analysis 

 

132 

 

The Average Precision	AP can be calculated by: 

ܲܣ ൌ
∑ ሺܲሺ݇ሻ ൈ ሺܴሺ݇ሻሻ௡
௞ୀଵ

ݏݐ݊݁݉ݑܿ݋݀	ݐ݊ܽݒ݈݁݁ݎ	݂݋	ݎܾ݁݉ݑ݊
 

and      ܲܣܯ ൌ	
∑ ஺௉ሺ௤ሻೂ
೜సభ

ொ
 

Where ݇ is the rank in the retrieved message list and ܲሺ݇ሻ is the precision at cut off ݇ 

in the list and ܴሺ݇ሻ is an indicator function which provides 1 if the message at position 

݇ is relevant and 0 otherwise. The AP for a query ݍ refers to the average precision for 

each relevant message retrieved and finally, the MAP is the mean average precision of 

all ܳ queries. The measure Precision at K (P@K) reports the fraction of messages 

ranked in the top k results marked as relevant. 

Thematic	scope	analysis	results	

The quality of thematic scope analysis used the Lucene benchmark quality assessment 

package. In this analysis two configuration files were constructed, one containing the 

queries and the other containing the manually classified test reference collection. The 

test reference collection consisted of relevant and non-relevant sets of documents for 

each query. These configuration files were used for the quality analysis along with the 

indexed file of CSD messages.  

Table 6.12 shows the performance test results of the thematic scope analysis using the 

Lucene software. This research selected the AP, MAP and P@K metrics which are 

accepted information retrieval quality benchmark metrics (Agichtein et al. 2006). The 

table 6.12 also shows the number of hits (i.e. the number of messages identified rele-

vant to the each query) along with the average precision, precision at level 5 (P@5) 

and precision at level 10 (P@10) of the analysis. According to the Lucene benchmark 

quality package results, the average precision of the relevance of the message retrieval 

to the queries were generally above or close to 0.6 which indicates the system per-

formed well. The P@5 was generally above 0.4 and the minimum value was 0.3 which 
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means the system better identified relevant documents at the top levels. The MAP of 

the quality assessment was calculated as 0.792 which is a good indication of systems 

performance for relevance assessment as the value 1 indicates the best performance.  

Table 6.12 Quality assessment results of thematic scope analysis 

No. Query # hits 
Average 
Preci-
sion 

P@5 P@10

1 
Road closed due to flood in Too-

woomba 
120 0.655 0.600 0.300 

2 Highway closed 69 0.897 0.800 0.600 

3 Evacuation centre open 21 0.595 0.400 0.300 

4 Heavy rainfall Toowoomba 45 0.911 0.800 0.600 

5 Flash flooding Toowoomba 55 0.903 0.800 0.500 

	

Results	of	the	geographic	scope	analysis	

The grounding references of the geographic relevance assessment was performed us-

ing a Java program based on Google geo-coding API. The location availability of CSD 

messages were close to 90% (i.e. 163 out of 182 messages) after the Geographic Scope 

Resolution (GSR) process. The geographic similarities were calculated using equation 

(5) (see Section 3.3.2.1) with the value of K set to 0.8. The geographic scope of the 

queries was selected as Toowoomba local government area which was a polygon fea-

ture. In the case of a polygon feature, it can use the Minimum Bounding Rectangle 

(MBR) or convex hull as the feature representing the geographic scope. Both the MBR 

and convex hull options (Figure 6.8) were tested in calculating locations inside and 

within proximity using equation (5) The results identified that if the MBR was used 

instead of the convex hull, there was a 46% increase in area and therefore the selection 

of 12 additional points which did not belong to the Toowoomba local government area.  
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Figure 6.8 Crowdmap data and Toowoomba local government area using MBR and Convex-

hull 

Results	of	the	final	geo‐thematic	relevance	ranking	

The thematic and geographic specificities of the queries were calculated using equa-

tion (7) and (8) (see Section 3.3.2.2) using the georeferenced queries and geocoded 

CSD messages. The geographic specificity and thematic specificity were 0.44 and 0.67 

respectively. The values indicate that the queries used were less thematically specific 

and more geographically specific as value 1 indicates the highest specificity. The final 

rankings were performed using equations (9) and (10) (see Section 3.3.2.2). The results 

were then compared with a human ranked list to see the system's ability to analyse the 

relevance compared to a human. Spearman's rho, which is a commonly used statistical 

test to compare agreement between two rankings where the value 1 indicates perfect 

match and -1 indicates complete inverse ranking (Yu & Cai 2007), was calculated. The 

Spearman's rho was 0.62 which indicates the two lists closely agree to each other and 

confirms the validity of the approach for CSD relevance assessments. 
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6.4. Conclusions of the CSD credibility and relevance 

analysis 

Conclusions	of	the	CSD	credibility	analysis	

The CSD message credibility detection is a challenging task due to the high degree of 

variability of the data, the lack of a consistent data structure, the variability of the data 

providers and the limited metadata available. This study identified that Bayesian spam 

email detection approaches can be applied successfully to the challenge of classifying 

the credibility of CSD. However, the training approaches and the size of the training 

data set can influence the quality and performance of the training outcomes.  

Due to the variability of the data, it is recommended that forced training is undertaken 

to achieve the highest accuracy and performance. In particular, the forced training pro-

vided a higher level of confidence in eliminating the number of False Positive (FP) 

outcomes which were the incorrect classification of messages. The size of the training 

data set was found to be less critical when a forced training approach was utilised with 

the results of the classification outcomes being similar for both the smaller and larger 

training data sets. However, if the system training was unforced, a larger training data 

set is recommended.  

Conclusions	of	the	CSD	relevance	analysis	

The known spatial data quality is a distinct advantage for the confidence in quality 

outputs of any spatial data dependent project. This research tested a relevant 

Crowdsourced Data retrieval method for disaster management activities. In disasters 

such as floods, speedy identification of relevant and credible spatial information is 

important and is required to support victims and save lives.    

This research analysed CSD based on thematic and geographic relevance using GIR 

techniques. For the thematic relevance assessments, it used the Term Frequency and 

Inversed Document Frequency Vector Space Model (TF-IDF VSM) based on the pop-
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ular Lucene full featured text search engine library. CSD in general is curated by dif-

ferent people with different experiences and different knowledge levels using hetero-

geneous devices. In the Crowdmap content, it can be seen that people communicated 

similar incidents in various ways i.e. the intended meaning of road closures reported 

such as 'road closed, no go zone, water over the road, road under water, road flooded, 

road impassable, highway cut, water across road, etc.'. Identifying similar stories using 

a keyword based search is challenging. This research suggests the use of semantic 

based thematic relevance assessment for highly unstructured and heterogeneous data 

such as CSD.   

The research used the Natural Language Processing (NLP) based gazetteer lookup for 

Geographic Scope Resolution (GSR) in the thematic relevance assessment. It applied 

stop-word and common-word filters to minimise the effect of frequently occurring 

terms. However, this research identified drawbacks in the application of filters i.e. re-

moval of terms such as 'Can' in toponyms such as 'Tin Can Bay'. It is recommended 

therefore the need to further understand similar effects and to identify precautions to 

prevent the removal of important terms. For geo-tagging purposes, the research used 

the Google geo-coding service with the support of the local semantic gazetteer (QLD-

GazOnto) for ambiguity resolution. This was very useful to resolve geo-geo and geo 

non-geo ambiguities (e.g. Killarney in Ireland and Killarney in Australia, John Krebs 

is a personal name and there is a bridge called John Krebs Bridge in Murgon, Queens-

land, Australia). It is recommended that it is important to use local gazetteers for am-

biguity resolutions in the GSR process. 

The research considered query specificity for final geo-thematic relevance joining and 

ranking. This was useful in identifying contextually more relevant CSD messages for 

flood disaster managers and other stakeholders. It is suggested that further work be 

completed to test and compare the performance and usefulness of other available geo-

thematic relevance combination approaches.  



Chapter 6: CSD Credibility and relevance analysis 

 

137 

 

It is also noted that the GIR field is a fast-growing research area and new techniques 

are introduced quickly. This research suggests the need to test innovative and more 

stable approaches used in GIR to validate the applicability of similar approaches for 

CSD relevance studies.  

 

6.5. Chapter summary 

This chapter explored CSD credibility and relevance assessment methods along with 

the results of the analysis and discussed the implications of the results. The first part 

of the chapter discussed the CSD credibility and relevance assessments. The CSD 

credibility detection used a naïve Bayesian Network based model which had been uti-

lised successfully for spam email detection. This chapter detailed the model design, 

system training and testing procedures followed for CSD credibility assessment. The 

CSD relevance detection methods were then explained and the use of GIR approaches 

along with Natural Language Processing (NLP) techniques for CSD relevance assess-

ment were discussed. Finally, the results and their importance with respect to CSD 

credibility and relevance were discussed. The next chapter will detail the potential im-

plications of the outcomes achieved in chapters five and six and look to identify pos-

sible integration and system automation. 
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7.1. Introduction 

Chapters five and six detailed location quality analysis, semantic location extraction, 

credibility and relevance analysis of CSD. The purpose of this chapter is to discuss the 

findings of the research, in particular, the opportunities to integrate the research out-

comes with authoritative data and to identify possible system automation methods. The 

CSD quality indicators, assessment and improvement methods were explored in pre-

vious chapters. However, an automated mechanism for CSD quality management may 

also be required to make the data useful for stakeholders such as disaster first respond-

ers. Therefore, in this chapter a framework is presented to automate the CSD quality 

management and to enable the information to be effectively integrated with authorita-

tive data. SDIs are also rapidly evolving with the technological changes happening in 

this fast-moving world. These developments include changes in the technical, archi-

tectural, policy and other dimensions of SDIs which are critical for maintaining the 

highest data quality, improved access and the smooth functioning of SDIs. Due to this 

dynamic environment, SDI-CSD coupling will be challenging. This chapter explores 

the opportunities, challenges and issues pertaining to authoritative data and CSD inte-

gration.  

 

7.2. CSD location availability and its quality 

CSD location determination can be problematic due to its limited availability or the 

quality of the available location data. Privacy issues, default location settings and the 

reluctance for sharing the location information in smartphones are some of the possible 

reasons for the lack of availability of location information. People are wary of enabling 

location on their smartphones with their CSD feeds due to the privacy issues. Although 

they may be willing to provide the location, users may opt to use the network location 

which is not as accurate as GPS. GPS sensors in the modern smart devices are improv-

ing dramatically and most smartphones provide street level accuracy that can easily be 
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used for navigation applications. However, they are still not achieving surveying grade 

accuracy i.e. centimetre level or sub-meter accuracies and the maximum accuracy we 

can expect from the CSD produced by citizens may be at the street level accuracy. This 

research found that the missing location data could often be determined through street 

address or other textual locations (i.e. toponyms) and a method was presented to ex-

tract locations within the CSD textual descriptions. However, the location enabled 

CSD produced in this manner can have limitations if it is to be used in the applications 

which require higher locational accuracies.  

The results of chapter five provided a clearer understanding of the quality of the CSD 

location by comparing three different datasets; Google Maps (used by the crowd-map-

ping platform), OpenStreetMap (OSM) and the QDNRM roads data. The nature of the 

three datasets were different with OSM being free and open, Google Maps being a 

commercially developed web mapping service, and QDNRM being a government data 

set available for restricted use. In general, OSM and Google maps are conceptually 

similar to each other but different to QDNRM data. QDNRM’s accuracy is higher and 

OSM and Google Maps are at a lower spatial accuracy but often more current than 

QDNRM.  

The CSD location quality analysis identified that the QDNRM dataset had better loca-

tion agreement with CSD locations than the OSM data. It also confirmed that the 

Google Maps data for the study area was spatially more accurate when compared to 

the OSM data. However, in terms of information currency, official government data-

bases often lag behind the more dynamic and flexible open data sources. The results 

of the combined analysis supported this proposition. It was also identified that data 

integration needs to be undertaken with care as it can lead to the introduction of dupli-

cates and errors such as geo-geo ambiguities.  The issue of geo-geo ambiguities can 

be resolved by using semantic local gazetteers and so the combined use of CSD and 

authoritative data along with semantic gazetteers may be advantageous. 
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This research initially analysed CSD from two different sources i.e. feeds from the 

2011 Australian floods’ Twitter and the Ushahidi Crowdmap data. It was found that 

the Twitter data was unstructured in comparison to the other spatial data, while the 

Crowdmap data was found to be partially structured. Twitter users report information 

using the 140 characters allowed for a Tweet. On the other hand, Ushahidi users follow 

a number of steps to submit a report including selecting the report category, location, 

description etc. Although this tends to create more structured data, Ushahidi can also 

accept reports from Twitter, emails, SMS and other sources.  

During the research, it was identified that the location enabled feeds available from 

Twitter data were very low (i.e. approximately 1%) whilst the Crowdmap data location 

availability was approximately 60%. The use of a semantic location extraction method 

was able to determine a location of up to 25% of the Twitter data sample. However, 

this figure can vary dramatically depending on the type of Twitter data, users and con-

text and is considered low from a spatial data capture point of view. This finding high-

lighted a number of limitations when considering Twitter as a spatial data source and 

therefore, the remainder of the quality assessment steps (i.e. credibility and relevance) 

were conducted using only the Crowdmap data. It also highlighted the importance of 

educating the people to use Twitter in a meaningful manner i.e. enabling the location 

sensors on their devices and create complete reports especially if they are seeking to 

contribute to disaster event reporting.  

 

7.3. Dealing with CSD credibility and relevance  

Prior to using CSD for any application, the credibility and relevance should be assessed 

to provide a higher level of confidence for the end user. This research assessed the 

credibility using a spam email detection approach and the relevance was assessed by 

using a GIR technique. Both approaches have their origins in the IT domain. The cred-

ibility and relevance assessment results showed that, although the location quality of 



Chapter 7: Discussion 

 

142 

 

CSD remains comparatively low, it can be considered as a credible and relevant prod-

uct. However, it is still not clear the order in which each of these elements should be 

assessed. For example, is it better to determine the location quality or the credibility 

first or can better location also compliment the credibility?  

CSD	credibility	

Credibility, in general, denotes trust or believability whilst relevance indicates the re-

lationship of the information to a particular purpose. Both factors are important in de-

ciding whether a dataset can be used confidently for a chosen purpose. As CSD is often 

communicated during an event, such as a natural disaster, the credibility and relevance 

is closely linked to the situation and may provide a degree of confidence in respect to 

its use. Information credibility is a critical consideration in the modern connected 

world. People are now very connected with others through social media or online ser-

vices for business, cultural, administrative, social or other purposes. The trust of shared 

information may be the most critical factor determining the strength of the bond, re-

gardless of the purpose or connection mode. Humans can easily decide the degree of 

credibility or relevance of related information but, in the semantic web this decision is 

expected to be made by the software. Integrated or automated mechanisms of credibil-

ity and relevance assessment will be important in extracting relevant information in a 

timely manner. 

Information credibility is often required to be assessed across application areas such 

as communication, social media, health data, academic information, finance, business 

and management. This research explored an approach which had been previously uti-

lised for identifying the credibility of emails, more commonly termed as spam email 

detection. Email credibility is assessed on a number of email components including 

the header information, credibility of the sender, email title and the body text. How-

ever, in the case of CSD, there is often limited information on the volunteers who 

submitted the information, so assessing the credibility based on the sender was not 

able to be investigated further.   
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Most of the Ushahidi Crowdmap reports were generated from the Crowdmap interface 

whilst other sources originated from emails and SMS messages. From the Crowdmap 

reports which were sent during 9th to 15th of January 2011, approximately 74% of them 

were tagged as being initially “verified” by the Crowdmap administrators and there-

fore, may be considered as having some level of credibility. However, approximately 

99% of the reports were also finally approved by the administrators to be published in 

the Crowdmap. From this data, it is difficult to ascertain if the verification assessment 

or publishing by the administrators was anything more than a simple check to ensure 

the content supplied by the volunteer was complete and appropriate to the disaster 

event.  

The initial training of the naïve Bayesian Network based credibility detection system 

developed in this research was challenging due to a large number of false positives 

during the initial testing. It was suspected that this was largely due to the heterogene-

ous nature of the CSD. The training of the system was then undertaken using a forceful 

(or manual) training process with modified training data which resulted in more suc-

cessful results. This suggested that the credibility of unstructured and heterogeneous 

data such as CSD can be classified using modified training samples and a rigorously 

trained naïve Bayesian Network based model. However, this needs to be tested for 

generic applications and context independent CSD. 

CSD	relevance	

Relevance or the fitness for purpose was another important factor identified by this 

research for determining the CSD quality. CSD is often generated during a natural 

disaster event such as a flood. So logically, a set of CSD which is based on a flood 

event should contain information more relevant to flood disasters and so it should be 

expected that certain terms will have higher relevance if the data is assessed based on 

a similar disaster profile. However, CSD is largely heterogeneous and understanding 

volunteer responses and terminology cannot be easily determined. In other words, the 

relevance is highly dependent on personal circumstances and individual responses. 
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Therefore, this research identified it was appropriate to rank the data based on rele-

vance rather than splitting the content further.  

Geographic context analysis is popular in modern information retrieval systems as 

many of the search queries include place names or other forms of location. In Geo-

graphic Information Retrieval relevance is often considered in two assessment dimen-

sions, namely thematic relevance and geographic relevance.  This research used these 

dimensions to assess the relevance of the CSD however, the parameters were refined 

to identify CSD relevance specifically for post-flood disaster management. Another 

important relevance dimension emerging in the IR field is the time or temporal dimen-

sion. CSD is generally more current than the authoritative data, however, CSD related 

to a particular event may vary from a future event and therefore generate new and 

different content. In such cases, it would be important to assess the temporal relevance 

of the CSD along with the thematic and geographic relevancies.     

 

7.4. Quality assessment of non-textual CSD 

CSD can be available in different forms including texts, photos, and maps and some-

times may be a combination of all. These forms of CSD may be related to different 

events such as disasters, social or political events. Twitter and other microblogging 

platforms often generate textual CSD however, they may also include other content 

such as images.  Flickr and Panoramio are popular photo sharing platforms which are 

used to share travel experiences by sharing geo-tagged images. Crowdsourced maps 

including OpenStreetMaps or Ushahidi Crowdmaps often contain GPS points or GPS 

tracks captured by citizens during their travel or in specific events such as disasters. 

Social media platforms such as Facebook often include mixed content of images and 

text.  

As the content varies, the complexity also varies from a spatial data quality point of 

view. Therefore, different approaches are required to assess the quality including the 
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assessment of credibility and relevance of CSD content. Although, the pictures are 

generally self-descriptive, the usefulness or value may be varying with the application 

considered. For example, in the case of disaster management, an image of a road sign 

or water depth indicator may be critical. However, an image of muddy water may be 

less informative. Metadata attached to the images, such as coordinates of the captured 

location, information about the person who captured the data, date, time and infor-

mation about the event may be useful for assessing the credibility. Current 

smartphones with cameras can add this data which are useful for detecting the rele-

vance and or credibility of photo/image based CSD. However, quality assessment of 

photo/ image based CSD has not been extensively investigated. This research analysed 

text based CSD of a flood disaster event but this approach may not be appropriate to 

assess other forms of CSD.  

  

7.5. Towards system automation 

An automated system of CSD quality assessment will be important for timely decision 

making during disaster management. The selected application area for testing the iden-

tified theories in this research was post-flood disaster management. Similar to other 

disaster management, post-flood disaster management is time critical and dependent 

on spatial data. Therefore, the quality of spatial data used, the time taken for assessing 

the quality of data and the currency of the spatial data selected are critical for effective 

decision-making.  Figure 7.1 depicts an automated system architecture for CSD quality 

assessment which consists of four important stages including (1) input and pre-pro-

cessing, (2) location testing, (3) location extraction and (4) quality assessment and 

output. All these stages have been individually tested in this research and were ex-

plained in chapters five and six. The software, tools and programs were developed 

using the Java programming language and therefore, the proposed architecture could 

be implemented using Java APIs and other related tools. 
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Figure 7.1 Automated CSD quality assessment architecture 

Input	and	pre‐processing	

In the proposed architecture, the input CSD could originate from many forms of crowd 

generated data such as social media data (i.e. Twitter, Facebook etc.) or crowd-map-

ping data such as Ushahidi posts which contain textual data. Generally, CSD in its raw 

format is unstructured and often contains many abbreviations or slang terms. There-

fore, it requires pre-processing steps such as Twitter text normalisation. Pre-processing 

may also require removal of duplicate information, tokenizing, stop-word removal, 

stemming and lemmatization as explained in sections 3.3.1.1, 6.2.1.1 and Figure 6.2. 

Location	test	

The location quality assessment methods conducted in this research were explained in 

chapter five. The location test included two components namely, a location availability 

check and location quality test. The explicit location availability check was a simple 

task and was manually tested using the Microsoft Excel software for this research. 
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However, in the automatic workflow this can be done using a simple Java program by 

reading the relevant location sections of the CSV file. If the location is identified as 

missing, such records can be flagged which would then initiate the location extraction 

process. In this research, the quality of the locations was tested using ArcGIS spatial 

analysis tools. This could also be implemented in an automated workflow using 

ArcGIS Runtime SDK for Java.  

Location	extraction	

The location extraction was tested by using semantic and non-semantic location ex-

traction techniques. It was found that the semantic technique outperformed the non-

semantic location extraction technique and so the use of the semantic approach for the 

automated processing is recommended. A gazetteer lookup-based approach in con-

junction with geo-spatial semantics and natural langue processing techniques could be 

utilised using the GATE software and its processing resources. The semantic location 

extraction procedure was explained in section 5.2.2.2 and could be easily be automated 

using GATE API, Java programming and batch processing methods.  

Quality	assessment	and	output	

The quality assessment and output stage consists of three phases namely credibility 

analysis, relevance analysis and the storing of the quality assessed data. The credibility 

and relevance assessment methods were detailed in chapter six and utilised a naïve 

Bayesian Network detection approach. The system was fully coded using the Java pro-

gramming language and the automation of these programs is possible. Similarly, the 

relevance analysis was based on a GIR approach using a natural language processing 

based gazetteer lookup with the GATE software for resolving the geographic scope. 

The thematic scope was resolved using the TF-IDF VSM analysis with the Lucene 

textual IR system. All these tools and software are Java based and can directly be used 

for the automated system. The location quality assessed data and credibility and geo-

thematic relevance assessed CSD can then be stored in a spatial database such as a 

spatially enabled PostgreSQL server with PostGIS spatial extensions. 
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7.6. Integration framework for quality assessed CSD 

with authoritative data 

This dissertation has identified the importance of utilising CSD as an authoritative data 

source. It is critical to understand the similarities and differences between CSD and 

authoritative data. Authoritative data are often well structured, organised and managed 

by trained professionals with tight control over the data capture, editing and mainte-

nance. On the other hand, CSD are often unstructured, not well planned and often pro-

duced by untrained citizens with few rules or controls. It is obvious that connecting 

these two paradigms is challenging and needs a clear understanding about the issues, 

opportunities and challenges.   

Issues,	challenges	and	opportunities	of	SDI‐CSD	integration	

Authoritative data, similar to SDIs, have clear policies, standards, technology and user 

requirements which are defined at the very early stages of its development workflow. 

Therefore, at the data collection phase the collection methods are generally pre-deter-

mined, the required accuracy levels are set and standards are defined.  The CSD gen-

eration is usually very flexible and unconstrained which is an advantage from the data 

collection point of view however, this creates ongoing issues with respect to data qual-

ity.  

The metadata and other documented information such as the details of the data collec-

tion device, the data collection accuracy, the collector's profile, environmental factors, 

processing and storage devices and data structures are considered as being critical in 

authoritative data collection. This generally extends the data collection time and hence 

the cost of the data collection. However, this becomes an advantage in the later stages 

of the spatial data management chain. The CSD can be created rapidly with little or no 

cost and is often just a matter of the touch of a button or a few mouse clicks. In this 

case, the volunteer is not expected to collect metadata. If a user logs onto a system 

such as Twitter with a public account, their profile information may be attached to the 
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CSD reports. However, this information, which was generated at the time the account 

was created, does not necessarily reflect the real background of the user and therefore 

limits the opportunities for further source credibility analysis.  

There can be thousands of CSD records generated during an event, often over a large 

area and within a very short period of time. This makes the information currency of 

the CSD very high and is identified as a key advantage of this form of data. Therefore, 

identifying at least a small portion of this data as quality data could be extremely useful 

for contributing to the post disaster management of a disaster event.  

Other critical issues related to CSD were the limited location data available and the 

quality issues of the location data when it was available. As a solution, a location qual-

ity assessment method and missing location extraction method were examined in this 

research. CSD credibility and relevance assessment methods were also investigated. 

This research suggests that the quality assessed CSD could be suitable for supplement-

ing information gaps and updating the authoritative data sets without the need to utilise 

an authoritative collection processes. This can also work in reverse, with authoritative 

data being beneficial in assessing CSD quality. Therefore, CSD and authoritative data 

management could be considered an interconnected process as indicated in Figure 7.2.   

 

 

 

Figure 7.2 CSD and authoritative data integration process 

As Figure 7.2 identifies, a CSD qualification step may consist of a number of sub-

processes such as location quality assessment, credibility and relevance assessments, 

may be required before the data can be considered as qualified.   

Other issues also need to be considered for the successful integration of data into other 

repositories. These include the consideration of policy, economic, legal, cultural and 
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technological impacts.  Hence, the progress in the use of non-authoritative data to sup-

plement authoritative data sets has been slow. However, with the increased level of 

user interaction and the willingness of users to provide feedback and corrections, au-

thorities are now implementing user feedback to correct data errors. Governance and 

policy frameworks for SDIs have been largely conservative by nature and the institu-

tional inertia of large government organisations has resulted in the limited uptake of 

CSD for business purposes.  

From the CSD perspective, the use of authoritative data to improve the quality of CSD 

outcomes should be a relatively straightforward process. However, a key issue that is 

faced by volunteer and crowd sourcing groups is the limited access that is often pro-

vided to base data layers by the authoritative data custodians. The open data movement 

is now changing these access arrangements with governments now required to make 

their data accessible to the citizens.  Some organisations have facilitated access to their 

data through web services which provides a ready link for mobile applications.  

 

7.7. Chapter summary 

CSD is identified as a useful source of data for many applications including disaster 

management. It can also be considered as a spatial data input source to other estab-

lished data repositories however, rigorous quality assessments are required to ensure 

the quality of this spatial data is appropriate. This chapter discussed the findings of 

this research in the areas of CSD location availability and its quality, credibility and 

relevance. A framework for CSD quality assessment system automation was presented 

and discussed. An integration framework was presented for quality assessed CSD with 

authoritative data. The issues, challenges and opportunities of operationalising data 

integration were also discussed. The next chapter will discuss the conclusions and rec-

ommendations of the research. 
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8.1. Introduction 

This research investigated the CSD quality control methods and assessed their fitness 

for the SDI based disaster management activities. It explored the CSD quality assess-

ment methods including location, credibility and relevance analysis. The CSD's loca-

tion information was compared with freely available spatial data from Open-

StreetMaps and proprietary spatial data from Google Maps and authoritative spatial 

data from QDNRM. The credibility and relevance of CSD were assessed using credi-

ble and relevant information identification techniques used in the Information Tech-

nology (IT) industry. Finally, it identified an automated CSD quality control process 

and the integration possibilities with SDIs. 

This chapter discusses the outcomes achieved during this research and highlights the 

significance of the research to theory and practice. It reflects on the original research 

problem and suggests directions for future research. 

 

8.2. Achievement of research aim and objectives 

As indicated in the first chapter, the central aim of this research was to: 

"Develop a semantic quality assurance process for crowdsource data by analysing its 

quality based on location information availability, credibility and relevance so se-

lected CSD can be fused with authoritative data for improved disaster management 

decision making". 

To achieve this aim of the research, chapter four identified Design Science (DS) as the 

most appropriate research approach. This approach was successfully utilized to 

achieve the main aim of the research and was tested in chapters five, six and seven. 

Utilizing the DS research approach, chapter five reported on the location quality as-

sessment, semantic location identification and the process of improving the missing 
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location information of CSD. Chapter six explored the methods used to assess the CSD 

credibility and relevance. The credibility of CSD was assessed using a naïve Bayesian 

Network based spam detection model. The relevance of CSD was analysed using geo-

thematic information relevance assessment methods utilised in the Geographic Infor-

mation Retrieval domain. Finally, chapter seven outlined the methods used to automate 

the CSD credibility and relevance detection and presented a quality improved CSD 

and authoritative data integration framework. 

8.2.1.  Objective 1: Review relevant literature to identify the 

critical dimensions and approaches in assessing the 

CSD quality and investigate the possibilities to improve 

CSD 

This research reviewed the relevant literature and found that the general spatial data 

quality assessment approaches were not appropriate and often invalid for the CSD 

quality assessment. It identified that the CSD quality should be carefully analysed as 

they are often created by people with varied experience and knowledge using devices 

of differing accuracy. It has also identified the need to critically analyse the CSD lo-

cation and found that credibility and relevance as the most appropriate CSD quality 

assessment indicators. The information credibility and relevance are often assessed in 

the IT sector to identify legitimate and the most appropriate information such as the 

legitimacy of emails received or searching for quality products or services through the 

online search engines. Modern online information searches often include location in 

the queries while modern search engines use GIR techniques to identify the relevant 

information from millions of information sources available in today's connected world. 

The literature review of this research has identified the similarities between assessing 

the legitimacy of emails and assessing the credibility of CSD. It also identified the 

possibility of using GIR approaches for assessing relevant CSD for tasks such as post-

flood disaster management.  
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This research utilised the spam email detection and GIR techniques for CSD credibility 

and relevance assessment along with critical assessment of the CSD location quality 

for flood disaster management actions. 

8.2.2. Objective 2: Develop a process to extract and geo-

code the location information of CSD using Gazetteers 

and ontologies and assess its quality 

Chapter five presented methods for the CSD location quality assessment and semanti-

cally extracted the implicit location information from CSD message descriptions. The 

availability of high quality location information in spatial data may be useful for ob-

taining quality outputs. A popular approach for assessing the quality of spatial data 

location information is to compare this data with the authoritative spatial data or any 

other forms of spatial data with acceptable quality. This research compared the CSD 

location quality with three different sources of spatial data with acceptable location 

quality and completeness.  

As indicated previously, the location availability cannot always be guaranteed in mod-

ern CSD spatial data and the quality of the CSD location information may often vary. 

This research identified a viable option to extract the hidden implicit location infor-

mation in textual descriptions of the CSD reports. Natural Language Processing (NLP) 

based text processing is a popular method utilised to identify the useful information in 

textual data. The use of semantics in the text processing is useful to detect important 

information which are often not easy to detect using the general NLP approaches. This 

research used semantics and NLP techniques to successfully process CSD along with 

local and global gazetteers to identify hidden toponyms and to geocode the CSD mes-

sages.   
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8.2.3. Objective 3: Assess the credibility of CSD using ap-

propriate filtering and processing techniques 

The results of the research showed that the use of information credibility assessment 

techniques used in the IT sector for identifying legitimate emails can be successfully 

implemented to assess the credibility of CSD. The naïve Bayesian Networks are 

proven to be successful in filtering spam emails by analysing various properties of the 

email messages including the contents. Similarly, this research assessed the CSD mes-

sage contents using a modified naïve Bayesian Network based model with forced train-

ing to detect credible reports from CSD. As indicated previously, CSD is often a mix 

of credible and unreliable messages. Therefore, this study trained the system to detect 

credible information by carefully modifying the messages in a training sample. The 

results showed that a naïve Bayesian system with forced training can accurately detect 

credible information from CSD.  

8.2.4. Objective 4: Assess the relevance of CSD using Natu-

ral Language Processing (NLP) and Geographic Infor-

mation Retrieval (GIR) techniques 

The research presented a successful CSD relevance analysis method based on rele-

vance assessment techniques used for geographic information retrieval. The method 

was based on NLP and GIR techniques. Identifying credible as well as relevant infor-

mation is important to the particular task in hand. CSD can contain highly relevant 

information as well as information that may be irrelevant. This research identified that 

identifying relevant information from CSD is challenging however, utilising the infor-

mation relevance detection approaches used in the IT domain can be used for CSD 

relevance detection. It was found that GIR assesses the relevance of data and ranks the 

identified documents based on both the thematic and geographic relevancies.  This 

research illustrated that assessing CSD based on the thematic and geographic relevan-

cies can also generate a relevance ranked list of CSD for specific tasks such as post-

flood disaster management.  
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8.2.5. Objective 5: Propose automation techniques to carry 

out CSD quality assurance processes and integrate with 

authoritative data for disaster management activities 

Chapter seven discussed the findings of this research and presented an approach for 

CSD quality assessment automation along with a framework to integrate the quality 

assessed CSD with authoritative data. Chapter five presented CSD location quality 

assessment and semantic location extraction methods and chapter six presented CSD 

credibility and relevance assessment methods. Individual processing and assessment 

of the CSD location quality, semantic location extraction, credibility and relevance 

would not be practical for real life applications of CSD such as disaster management. 

Therefore, an integrated and automated mechanism to perform all above tasks within 

a single framework should be employed. Chapter seven presented a framework for an 

integrated system for applications such as disaster management. The proposed auto-

mation architecture is based on Java APIs and Java programming language which 

could easily integrate most of the modules developed throughout this research.   

 

8.3. Contributions to original knowledge 

The CSD quality assessment and its research are still relatively immature however, the 

areas are growing rapidly. This research contributes to the field of CSD quality assess-

ment in theory, practice and methods.   

This research and previous research have identified that the CSD quality assessment 

is challenging due to the CSD's unique nature and characteristics. Researchers are ac-

tively working to address the CSD quality issues and to fill the gaps pertaining to CSD 

and related applications. The research identified the importance of, and proposed novel 

approaches to, successfully assessing CSD quality including location, credibility and 

relevance.  
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A number of researchers have reported that the location availability of CSD is very 

low and the location quality of CSD is often vague. This research also has identified 

the same issues and assessed the CSD's location quality against different datasets with 

variable quality. Attempts to semantically extract the CSD location and assess the lo-

cation quality have been potentially successful. This research has contributed to the 

knowledge by presenting a useful method to assess the quality by semantically detect-

ing, extracting and geo-tagging the CSD location. 

Previous research has proposed and tested various CSD quality assessment ap-

proaches. However, few researchers have identified the opportunities available in the 

other domains such as IT, for adapting successful credibility and relevance assessment 

techniques for CSD credibility and relevance assessment. This research also found 

similarities with the legitimate email detection systems in the IT domain and credibil-

ity detection of CSD. A method was described to adapt the naïve Bayesian Network 

for the CSD credibility detection. Although, CSD is highly unstructured and often a 

mix of high and low-quality information, creating a challenging environment for iden-

tifying the credible information, this research tackled the issue by carefully selecting 

and managing the training sample to rigorously train the model.  

Although, it is considered as a growing field, the CSD relevance assessment ap-

proaches are still immature. This research utilised an adapted information relevance 

assessment model from the GIR for the CSD relevance assessment.  

Most of the CSD credibility and relevance approaches proposed by previous research 

have assessed only one aspect at a time (i.e. independently). This research has identi-

fied the importance of assessing both of the aspects together and proposed a model to 

assess credibility and relevance simultaneously. This may be an important initiative 

for applications similar to the disaster management where it is required to determine 

the quality of information within a single quality assessment framework.  
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8.4. Recommendations for further research 

This research has identified various avenues for the further research based on the 

findings. The possible areas for the further research are described below.  

8.4.1.  Semantics and CSD location 

The CSD's location is available in different forms such as real coordinates (i.e. GPS 

coordinates) or hidden in the text in the form of addresses (or toponyms). This research 

has shown that the hidden location can be extracted using semantics and gazetteer 

lookup techniques. Semantics are beneficial for identifying complex combinations of 

toponyms within the text where the direct word matching often fails to do so. These 

were also useful for resolving geo to geo and geo to non-geo ambiguities. This research 

utilised a semantic gazetteer for both extracting toponyms and ambiguity resolutions. 

However, other forms of non-spatial ontologies e.g. medical or environmental ontolo-

gies could be used to filter out non-relevant terms along with semantic gazetteers. 

Current developments in the social media and related communications are relatively 

new to the semantics and ontology concepts. This research found limitations with 

available ontologies in dealing with the social media data. It was also identified that 

the available disaster management ontologies were incomplete with regards to the cur-

rent social media terminology. Therefore, further work is suggested on semantic con-

cepts and methods to design the required ontologies which are suitable for social media 

and related communication.  

There were additional locations derived from the CSD reports when the semantic lo-

cation extraction was performed. This created multiple locations and therefore gener-

ated ambiguities. Careful analyses of the multiple locations were required to determine 

the most appropriate location in these situations. However, the decision with respect 

to the best location was not an easy decision unless contextual analysis was undertaken 

to understand the intended location that the producer expected to report. The most 

accurate position may not always be the best answer as the user may be at one location 
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however, was intending to generate a report about an incident that occurred at a dif-

ferent location. Therefore, this research recommends further research to semantically 

analyse the CSD reports' text to accurately identify the intended contextual location. 

In GIS, the related attribute information of a location can be useful for further geo 

processing purposes. This research extracted many attribute information types during 

the toponym identification process of the CSD location extraction. However, much 

information was discarded and filtered to identify the required toponyms accurately. 

If the system was modified to collect such appropriate attribute information this would 

be useful in the value adding of the extracted location information. This study recom-

mends testing possible methods to identify useful attribute information along with the 

location extraction process.   

The findings of this research suggest that further work can be conducted on the usa-

bility of semantics for identifying hidden toponyms by semantically combining text 

patterns. It may also be important to study how the wording used to explain geographic 

locations in CSD which can be unique to a local group or to a language in particular. 

Natural language processing, linguistics and semantics will be useful for this further 

work.   

8.4.2. Web 3.0 and CSD, the future of quality 

The Web 3.0 or the semantic web explores connective intelligence by connecting data, 

concepts, applications and ultimately people. This research recommends the use of 

semantics for analysing and improving the CSD quality. In the semantic web, semantic 

services should be widely available in different forms including quality assessment 

and improvement services. This research suggests the development of semantic CSD 

quality management tools in the form of ubiquitous services that are ready to use in 

the future smartphones to efficiently surf the semantic web. Another possible initiative 

is to test the quality of generated CSD reports at the time of their creation. In this 

scenario, the above CSD quality management tools can be used to test the CSD reports 
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at the time of creation and tag them with a quality level. This will save time, effort and 

resources and improve the value of CSD. 

 

8.5. Final remarks 

The location information requirements of the rapidly changing world cannot rely on 

traditional spatial data curation and quality management mechanisms as they can take 

a considerable amount of time. More timely data creation and quality management 

approaches are required in most modern applications which rely on spatial data. In 

future, there will be increased demand for faster data capture, processes and proce-

dures. However, existing authoritative spatial data frameworks such as the SDIs cannot 

be neglected as many applications still require accuracy rather than currency of the 

data. The most appropriate solution identified by this research is to run both systems 

in parallel and fill the gaps of each of the systems through data integration.  The re-

search presented a CSD quality assessment and integration framework with authorita-

tive data such as that available through SDIs. The findings of the research will be ben-

eficial to the government, public, community and businesses seeking timely, accurate 

and relevant spatial data. 
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