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A B S T R A C T

Uncertainty quantification (UQ) methods play a pivotal role in reducing the impact of uncertainties during both
optimization and decision making processes. They have been applied to solve a variety of real-world problems
in science and engineering. Bayesian approximation and ensemble learning techniques are two widely-used
types of uncertainty quantification (UQ) methods. In this regard, researchers have proposed different UQ
methods and examined their performance in a variety of applications such as computer vision (e.g., self-
driving cars and object detection), image processing (e.g., image restoration), medical image analysis (e.g.,
medical image classification and segmentation), natural language processing (e.g., text classification, social
media texts and recidivism risk-scoring), bioinformatics, etc. This study reviews recent advances in UQ methods
used in deep learning, investigates the application of these methods in reinforcement learning, and highlights
fundamental research challenges and directions associated with UQ.
. Introduction

Everyday scenarios deal with uncertainties in a variety fields, from
nvestment opportunities and medical diagnoses to sports games and
eather forecasting, and in all cases, with the objective to make
ecisions based on collected observations and uncertain-domain knowl-
dge. Models developed using machine learning and deep learning are
idely used for all types of inference and decision making, meaning

hat it is increasingly important to evaluate the reliability and efficacy
f artificial intelligence (AI) systems before they could be applied in
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practice [1], since the predictions made by such models are subject
to noise and model inference errors [2]. It is thus highly desirable to
represent uncertainty in a trustworthy manner in any AI-based system.
The principles of uncertainty play an important role in AI settings such
as concrete learning algorithms [3] and active learning (AL) [4,5].

Sources of uncertainty arise when the test and training data are
mismatched, while data uncertainty occurs because of class overlap
or due to the presence of noise in the data [6]; however, estimating
knowledge uncertainty is significantly more difficult than estimating
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Fig. 1. A schematic view of the main differences between aleatoric and epistemic
uncertainties.

data uncertainty [7]. There are two main types of uncertainty, i.e.,
aleatoric and epistemic uncertainties [8] (see Fig. 1).

The irreducible uncertainty in data that gives rise to uncertainty in
predictions is aleatoric uncertainty (also known as data uncertainty).
This type of uncertainty is not a property of the model, but rather is an
inherent property of the data distribution, and hence, it is irreducible.
In contrast, epistemic uncertainty (also known as knowledge uncer-
tainty) occurs due to inadequate knowledge. One can define models
to answer different questions in model-based prediction. For data-rich
problems, there may be massive collections of data that are information
poor [9]. In such cases, AI-based methods can be used to define the
efficient models that characterize the emergent features of the data.
Very often, the data in hand are incomplete, noisy, discordant or
multimodal [2].

Uncertainty quantification (UQ) currently underpins many critical
decisions, and predictions made without UQ are usually not trustwor-
thy. To understand the deep learning (DL) [10,11] process life cycle,
we need to comprehend the role of UQ in DL. DL models start with a
collection of the most comprehensive and potentially relevant datasets
available for the decision making process. The DL scenario is then
designed to meet some performance goals to select the most appropriate
DL architecture, and then the model is trained based on the data.
The iterative training process optimizes different learning parameters,
which are adjusted until the network provides a satisfactory level of
performance.

There are several uncertainties that need to be quantified in the
steps involved:

(i) the selection and collection of the training data,
(ii) the completeness and accuracy of the training data,

(iii) an understanding of the DL (or traditional machine learning)
model with performance bounds and limitations, and

(iv) uncertainties corresponding to the performance of the model
based on operational data [13].

Next, data-driven approaches, particularly those similar to DL, pose
at least four overlapping challenges:

(i) an absence of theory,
(ii) an absence of causal models,

(iii) sensitivity to imperfect data, and
(iv) computational costs.

Uncertainty estimation and quantification have been studied ex-
tensively in DL and traditional machine learning, and a schematic
comparison of the three different uncertainty models [12] (MC dropout,
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the Bootstrap model and the GMM) has been provided in Fig. 2. In
addition, two graphical representations of uncertainty-aware models
(BNN and OoD) are illustrated in Fig. 3. In what follows, we provide
a brief summary of recent studies that examine the effectiveness of
methods dealing with uncertainties.

1.1. Research objectives and main contributions

In the era of big data, ML and DL, intelligent use of large raw
datasets has full potential to benefit a wide variety of fileds. Moreover,
UQ methods used along different ML and DL techniques can signifi-
cantly increase the reliability of their results. Ning et al. [14] sum-
marized and classified the main contributions of the data-driven opti-
mization paradigm under uncertainty. This paper reviewed data-driven
optimization only. In another study, Kabir et al. [15] reviewed neural
network-based UQ. The authors focused on probabilistic forecasting
and prediction intervals (PIs) as they are among most widely-used
techniques in the literature for UQ.

We note that, from 2010 to 2021, more than 2500 papers addressing
the use of UQ in AI were published in various fields (e.g., computer
vision, image processing, medical image analysis, signal processing, and
natural language processing). On the one hand, we still ignore a large
number of studies due to a lack of adequate connection with the subject
of our review. On the other hand, although many papers that we have
reviewed have been published in the related conferences and journals,
many papers have been found on open-access repositories as electronic
preprints (i.e., arXiv), and we have reviewed them due to their high
quality and full relevance to the subject. We aimed to cover most of
the related articles in this review paper. This review can therefore serve
as a comprehensive guide to the reader in navigating this fast-growing
research field.

Unlike previous review papers in the field of UQ, this study reviews
most recent articles published on quantifying uncertainty in AI (ML and
DL) using different approaches. In addition, we are keen to discover
how UQ can impact real cases and address uncertainty in AI to help
obtain reliable results. Moreover, finding important conversations on
existing methods is an excellent way to reveal paths to future research.
In this regard, this review paper can provide more input to future
researchers working on UQ in ML and DL. We investigate more recent
studies in the domain of UQ applied to ML and DL methods. It is worth
mentioning that the main purpose of this study is not to compare the
performance of various existing UQ methods because these methods
have been introduced to process different data and solve specific prob-
lems. For this reason, we argue that comparing the performance of UQ
methods is beyond the scope of this study. For this reason, our study
mainly focuses on the most important application areas, involving the
use of UQ with the DL, ML and reinforcement learning (RL) techniques.
The main contributions of this study are as follows:

• To the best of our knowledge, this is the first comprehensive
review paper regarding the use of UQ methods in traditional
machine learning and deep learning.

• A comprehensive review of newly proposed UQ methods is pro-
vided.

• The main categories of important applications of UQ methods are
also listed.

• The main research gaps of UQ methods are pointed out.
• Some solid future research directions are discussed.

2. Preliminaries

In this section, we explain the structure of feedforward neural
networks (NNs) and Bayesian modeling prior to discussing uncertainty
in detail.
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b

Fig. 2. Schematic view of three different uncertainty models with the related network architectures.
Source: Reproduced based on [12].
Fig. 3. A graphical representation of two different uncertainty-aware (UA) models.
Source: Reproduced based on [16].

2.1. Feedforward neural networks

First, the structure of a single-hidden-layer neural network (NN)
[17] is presented, and then extended to the case of multiple layers.
Let x be a 𝐷-dimensional input vector; we use a linear map 𝑊1 and a
ias 𝑏 to transform x into a vector of Q elements, i.e., 𝑊1x+ 𝑏. Next, a

nonlinear transfer function 𝜎(.), such as the rectified linear unit (ReLU),
can be applied to obtain the output of the hidden layer. Then, another
245
linear function 𝑊2 can be used to map the hidden layer to the output:

�̂� = 𝜎(𝑊1x + 𝑏)𝑊2. (1)

In classification, to compute the probability of x belonging to a
label 𝑐 in the set {1,… , 𝐶}, the normalized score is obtained by
passing the model output �̂� through a softmax function �̂�𝑑 = exp(�̂�𝑑 )∕
(
∑

𝑑′ exp(�̂�𝑑′ )). Then, softmax loss is calculated:

𝐸𝑊1 ,𝑊2 ,𝑏(𝑋, 𝑌 ) = − 1
𝑁

𝑁
∑

𝑖=1
log(�̂�𝑖,𝑐𝑖 ), (2)

where 𝑋 = (x1,… , x𝑁 ) and 𝑌 = (𝑦1,… , 𝑦𝑁 ) are the model’s input and
output vectors, respectively.

In regression, the Euclidean loss can be calculated as follows:

𝐸𝑊1 ,𝑊2 ,𝑏(𝑋, 𝑌 ) = 1
2𝑁

𝑁
∑

𝑖=1
‖𝑦𝑖 − �̂�‖2. (3)

2.2. Uncertainty modeling

As mentioned above, there are two main types of uncertainty:
epistemic (model uncertainty) and aleatoric (data uncertainty) [18].
Aleatoric uncertainty has two sub-types: homoscedastic and heteroscedas-
tic [19]. Thus, predictive uncertainty (PU) consists of two parts, (i)
epistemic uncertainty (EU) and (ii) aleatoric uncertainty (AU), and can
be represented as their sum:
𝑃𝑈 = 𝐸𝑈 + 𝐴𝑈. (4)
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Epistemic uncertainty can be formulated as a probability distribu-
tion over the model parameters. Let 𝐷𝑡𝑟 = {𝑋, 𝑌 } = {(x𝑖, 𝑦𝑖)}𝑁𝑖=1 denote

training dataset with inputs x𝑖 ∈ ℜ𝐷 and their corresponding classes
𝑖 ∈ {1,… , 𝐶}, where 𝐶 represents the number of classes. The aim is
o optimize the parameters, i.e., 𝜔, of a function 𝑦 = 𝑓𝜔(x) that can

produce the desired output. To achieve this, the Bayesian approach
defines a model likelihood, i.e., 𝑝(𝑦|x, 𝜔). For classification, softmax
likelihood can be used:

𝑝(𝑦 = 𝑐|x, 𝜔) =
exp(𝑓𝜔𝑐 (x))

∑

𝑐′ exp(𝑓
𝜔
𝑐′ (x))

. (5)

nd Gaussian likelihood can be assumed for regression:

(𝑦|x, 𝜔) =  (𝑦; 𝑓𝜔(x), 𝜏−1𝐼), (6)

here 𝜏 represents the model precision.
The posterior distribution, i.e., 𝑝(𝜔|x, 𝑦), for a given dataset 𝐷𝑡𝑟 over

obtained by applying Bayes’ theorem can be written as follows:

(𝜔|𝑋, 𝑌 ) =
𝑝(𝑌 |𝑋,𝜔)𝑝(𝜔)

𝑝(𝑌 |𝑋)
. (7)

For a given test sample x∗, a class label with regard to 𝑝(𝜔|𝑋, 𝑌 ) can
be predicted:

𝑝(𝑦∗|x∗, 𝑋, 𝑌 ) = ∫ 𝑝(𝑦∗|x∗, 𝜔)𝑝(𝜔|𝑋, 𝑌 )𝑑𝜔. (8)

This process is called inference or marginalization. However,
𝑝(𝜔|𝑋, 𝑌 ) cannot be computed analytically but can be approximated
by variational parameters, i.e., 𝑞𝜃(𝜔). The aim is to approximate a
distribution that is close to the posterior distribution obtained by the
model. As such, the Kullback–Leibler (KL) [20] divergence needs to
be minimized with regard to 𝜃. The level of similarity among two
distributions can be measured as follows:

KL(𝑞𝜃(𝜔) ∥ 𝑝(𝜔|𝑋, 𝑌 )) = ∫ 𝑞𝜃(𝜔) log
𝑞𝜃(𝜔)

𝑝(𝜔|𝑋, 𝑌 )
𝑑𝜔. (9)

The predictive distribution can be approximated by minimizing the
KL divergence, as follows:

𝑝(𝑦∗|x∗, 𝑋, 𝑌 ) ≈ ∫ 𝑝(𝑦∗|x∗, 𝜔)𝑞∗𝜃 (𝜔)𝑑𝜔 =∶ 𝑞∗𝜃 (𝑦
∗, x∗), (10)

where 𝑞∗𝜃 (𝜔) indicates the optimized objective.
KL divergence minimization can also be rearranged into the evidence

lower bound (ELBO) maximization [21]:

𝑉 𝐼 (𝜃) ∶= ∫ 𝑞𝜃(𝜔) log 𝑝(𝑌 |𝑋,𝜔)𝑑𝜔 − KL(𝑞𝜃(𝜔) ∥ 𝑝(𝜔)), (11)

where 𝑞𝜃(𝜔) can describe the data well by maximizing the first term
and can approach the prior as closely as possible by minimizing the
second term. This process is called variational inference (VI). Dropout
VI is one of the most common approaches and has been widely used
to approximate inference in complex models [22]. The minimization
objective is as follows [23]:

(𝜃, 𝑝) = − 1
𝑁

𝑁
∑

𝑖=1
log 𝑝(𝑦𝑖|x𝑖, 𝜔) +

1 − 𝑝
2𝑁

‖𝜃‖2, (12)

where 𝑁 and 𝑝 represent the number of samples and the dropout
probability, respectively.

To obtain the data-dependent uncertainty, the precision 𝜏 in (6) can
e formulated as a function of the data. One approach to obtaining
he epistemic uncertainty is to mix two functions—the predictive mean,
.e., 𝑓 𝜃(x), and the model precision, i.e., 𝑔𝜃(x)—and the likelihood func-

tion can then be written as 𝑦𝑖 =  (𝑓 𝜃(x), 𝑔𝜃(x)−1). A prior distribution
is placed on the weights of the model, and then the amount of change
in the weights for the given data samples is computed. The Euclidian
distance loss function (3) can be adapted as follows:

𝐸𝑊1 ,𝑊2 ,𝑏 ∶=
1 (𝑦 − 𝑓𝑊1 ,𝑊2 ,𝑏(x))𝑔𝑊1 ,𝑊2 ,𝑏(x)(𝑦 − 𝑓𝑊1 ,𝑊2 ,𝑏(x))𝑇 − 1 log 𝑑𝑒𝑡 𝑔𝑊1 ,𝑊2 ,𝑏 + 𝐷 log 2𝜋
246

2 2 2
a

= − log (𝑓 𝜃(x), 𝑔𝜃(x)−1). (13)

The predictive variance can be obtained as follows:

�̂�𝑟[x∗] ∶= 1
𝑇

𝑇
∑

𝑡=1
𝑔𝜔𝑡 (x)𝐈 + 𝑓𝜔𝑡 (x∗)𝑇 𝑓𝜔𝑡 (x∗) − Ẽ[𝑦∗]𝑇 Ẽ[𝑦∗] ⟶

𝑇→∞
𝑉 𝑎𝑟𝑞∗𝜃 (𝑦∗ |x∗)[𝑦

∗].

(14)

3. Uncertainty quantification using Bayesian techniques

Despite the success of standard DL methods in solving various real-
word problems, they cannot provide information about the reliability
of their predictions. To address this issue, Bayesian deep learning (BDL)
and Bayesian NNs (BNNs) [24–31] can be used to interpret the model
parameters. BNNs and BDL are robust to overfitting problems and can
be trained on both small and large (big) datasets [32].

3.1. Monte Carlo (MC) dropout

As stated earlier, it is difficult to compute an exact posterior infer-
ence, but it can be approximated. In this regard, Monte Carlo (MC) [33]
is an effective method. However, it is a slow and computationally
expensive method when integrated into a deep architecture. To combat
this, MC dropout was introduced; it uses dropout [34] as a regular-
ization term to compute the prediction uncertainty [35]. Dropout is
an effective technique that has been widely used to solve overfitting
problems in deep NNs (DNNs). During the training process, dropout
randomly drops some units of the NN to prevent excessive co-tuning.
Assume an NN with 𝐿 layers, where 𝑊𝑙, 𝑏𝑙 and 𝐾𝑙 denote the weight
matrices, bias vectors and dimensions of the 𝑙th layer, respectively. The
output of the NN and the target class of the 𝑖th input x𝑖 (𝑖 = 1,… , 𝑁)
are indicated by �̂�𝑖 and 𝑦𝑖, respectively. The objective function using 𝐿2
regularization can be written as:

𝑑𝑟𝑜𝑝𝑜𝑢𝑡 ∶=
1
𝑁

𝑁
∑

𝑖=1
𝐸(𝑦𝑖, 𝑦𝑖) + 𝜆

𝐿
∑

𝑙=1
(‖𝑊𝑖‖

2
2 + ‖𝑏𝑖‖

2
2). (15)

Dropout samples binary variables for each input data value and
very network unit in each layer (except the output layer), with a
robability of 𝑝𝑖 for the 𝑖th layer; if its value is 0, the unit 𝑖 is dropped
or a given input data value. The same values are used in the backward
ass to update the parameters. Fig. 4 shows several visualizations of
ariational distributions on a simple NN [36].

Several studies have used MC dropout [37] to estimate the UQ.
ang et al. [38] analyzed epistemic and aleatoric uncertainty for deep

onvolutional NN (CNN)-based medical image segmentation problems
t both pixel and structure levels. They augmented the input im-
ge during the test phase to estimate the transformation uncertainty.
pecifically, MC sampling was used to estimate the distribution of the
utput segmentation. Liu et al. [39] proposed a unified model using
GD to approximate both epistemic and aleatoric uncertainty for CNNs
n the presence of universal adversarial perturbations. The epistemic
ncertainty was estimated by applying MC dropout with Bernoulli
istribution at the output of the neurons. In addition, they introduced
exture bias to better approximate the aleatoric uncertainty. Nasir
t al. [40] used MC dropout to estimate four types of uncertainties,
ncluding the variance of MC samples, predictive entropy, and mutual
nformation (MI), in a 3D CNN to segment lesions from MRI sequences.

In [41], two dropout methods, i.e., elementwise Bernoulli dropout
34] and spatial Bernoulli dropout [42], were implemented to compute
he model uncertainty in BNNs for end-to-end autonomous vehicle
ontrol. McClure and Kriegeskorte [36] expressed that the sampling
f weights using Bernoulli or Gaussian dropout can lead to a more
ccurate depiction of uncertainty than the sampling of units. However,
ccording to the outcomes obtained in [36], it can be argued that using
ither Bernoulli or Gaussian dropout can improve the classification
ccuracy of a CNN. Based on these findings, a novel model (called
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Fig. 4. A graphical representation of several visualizations of variational distributions on a simple NN.
Source: Reproduced based on [36].
3

m
a

pike-and-slab sampling) was proposed by combining Bernoulli and
aussian dropout.

Do et al. [44] modified U-Net [45], which is a CNN-based deep
odel, to segment myocardial arterial spin labeling and estimate un-

ertainty. Specifically, batch normalization and dropout are added after
ach convolutional layer and resolution scale, respectively. Later, Teye
t al. [46] proposed MC batch normalization (MCBN), which can be
sed to estimate the uncertainty of networks with batch normalization.
hey showed that batch normalization can be considered an approxi-
ate Bayesian model. Yu et al. [43] proposed a semi-supervised model

o segment the left atrium from 3D MR images. This model consists
f two modules, the teacher and student, and they are used in a UA
ramework called the UA self-ensembling mean teacher (UA-MT) model
see Fig. 5). As such, the student model learns from the teacher model
y minimizing the segmentation and consistency losses of the labeled
amples and targets of the teacher model, respectively. In addition, the
A framework based on MC dropout was designed to help the student
odel learn a better model by using uncertainty information obtained

rom the teacher model. Table 1 lists studies that directly applied MC
ropout to approximate uncertainty along with their applications.

.1.1. Comparison of MC dropout with other UQ methods
Recently, several studies have been conducted to compare different

Q methods. For example, Foong et al. [65] empirically and theoreti-
ally studied MC dropout and mean-field Gaussian VI. They found that
oth models can express uncertainty well in shallow BNNs. However,
ean-field Gaussian VI could not approximate the posterior well in

stimating uncertainty for deep BNNs. Ng et al. [66] compared MC
ropout with BBB using U-Net [45] as a base classifier. Siddhant
t al. [67] empirically studied various DAL models for natural language
rocessing (NLP). During prediction, they applied dropout to CNNs
nd recurrent NNs (RNNs) to estimate the uncertainty. Hubschneider
t al. [12] compared MC dropout with a bootstrap ensembling-based
ethod and a Gaussian mixture for the task of vehicle control. In addi-

ion, Mukhoti [68] applied MC dropout in several models to estimate
ncertainty in regression problems. Kennamer et al. [69] empirically
tudied MC dropout under astronomical observing conditions.
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.2. Markov chain Monte Carlo (MCMC)

Markov chain Monte Carlo (MCMC) [70] is another effective
ethod that has been used to approximate inference. It starts by taking
randomly drawn value 𝑧0 from the distribution 𝑞(𝑧0) or 𝑞(𝑧0|x). Then,

it applies a stochastic transition to 𝑧0, as follows:

𝑍𝑡 ∼ 𝑞(𝑧𝑡|𝑧𝑡−1, x). (16)

This transition operator is chosen and repeated 𝑇 times, and the
outcome, which is a random variable, converges in the distribution to
the exact posterior. Salakhutdinov et al. [71] used MCMC to approxi-
mate a predictive distribution of the rating values of movies. Despite
the success of conventional MCMC, the sufficient number of iterations
is unknown. In addition, MCMC requires much time to converge to a
desired distribution [33]. Several studies have been conducted to over-
come these shortcomings. For example, Salimans et al. [72] expanded
the space to a set of auxiliary random variables and interpreted the
stochastic Markov chain as a variational approximation.

Stochastic gradient MCMC (SG-MCMC) [73,74] was proposed to
train DNNs. It needs to estimate only the gradient on small sets of mini-
batches. In addition, SG-MCMC can converge to the true posterior by
decreasing the step size [75,76]. Gong et al. [77] combined amortized
inference with SG-MCMC to increase the generalization ability of the
model. Li et al. [47] proposed an accelerating SG-MCMC to improve the
speed of the conventional SG-MCMC (see Fig. 6 for implementations
of different SG-MCMC models). However, within a short time, SG-
MCMC suffers from a bounded estimation error [78], and it loses the
surface when applied to multilayer networks [79]. In this regard, Zhang
et al. [80] developed a cyclical SG-MCMC (cSG-MCMC) to compute the
posterior over the weights of NNs. Specifically, a cyclical step size was
used instead of a decreasing one. A large step size allows the sampler
to make large moves, while a small step size encourages the sampler to
explore local modes.

Although SG-MCMC reduces the computational complexity by using
a small subset, i.e., a mini-batch, of the dataset at each iteration to
update the model parameters, these small subsets of data add noise to

the model and consequently increase the uncertainty of the system. To
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Fig. 5. A general view demonstrating the application of the semi-supervised UA-MT framework to LA segmentation.
Source: Reproduced based on [43].
Fig. 6. Graphical implementations of different SG-MCMC models.
Source: Reproduced based on [47].
Table 1
A summary of studies that applied the original MC dropout to approximate uncertainty along with their applications (sorted by year).

Study Year Method Application Code

Kendal et al. [48] 2015 SegNet [49] Semantic segmentation
√

Leibig et al. [50] 2017 CNN Diabetic retinopathy
√

Choi et al. [51] 2017 Mixture density network (MDN) [52] Regression ×
Jung et al. [53] 2018 Full-resolution ResNet [54] Brain tumor segmentation ×
Wickstrom et al. [55] 2018 FCN [56] and SehNet [49] Polyps segmentation ×
Jungo et al. [57] 2018 FCN Brain tumor segmentation ×
Vandal et al. [58] 2018 Variational LSTM Predict flight delays ×
Devries and Taylor [59] 2018 CNN Medical image segmentation ×
Tousignant et al. [60] 2019 CNN MRI images ×
Norouzi et al. [61] 2019 FCN MRI images segmentation ×
Roy et al. [62] 2019 Bayesian FCNN Brain images (MRI) segmentation

√

Filos et al. [63] 2019 CNN Diabetic retinopathy
√

Harper and Southern [64] 2020 RNN and CNN Emotion prediction ×
address this issue, Luo et al. [81] introduced a sampling method called
thermostat-assisted continuously tempered Hamiltonian Monte Carlo, which
is an extended version of conventional Hamiltonian MC (HMC) [82].
Note that HMC is an MCMC method [83]. Specifically, they used
248
Nosé-Hoover thermostats [84,85] to handle the noise generated by the
mini-batch datasets. Later, dropout HMC (D-HMC) [83] was proposed
for uncertainty estimation, and it was compared with SG-MCMC [73]
and SGLD [86].
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Fig. 7. A summary of various VI methods for BDL. Note that 𝑊 𝑒𝑖𝑔ℎ𝑡 𝑠ℎ𝑎𝑟𝑖𝑛𝑔 (𝑀𝑒𝑎𝑛−
𝑖𝑒𝑙𝑑 𝑎𝑠𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 + 𝑑𝑟𝑎𝑚𝑎𝑡𝑖𝑐 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛) is added based on the method proposed in [89].
ource: Reproduced based on [89].

In addition, MCMC was integrated into generative-based methods
o approximate posteriors. For example, in [87], MCMC was applied
o stochastic object models, which were learned by generative adver-
arial networks (GANs), to approximate the ideal observer. In [88], a
isual tracking system based on a variational autoencoder (VAE) MCMC
VAE-MCMC) was proposed.

.3. Variational inference (VI)

Variational inference (VI) is an approximation method that learns
he posterior distribution over BNN weights. VI-based methods consider
he Bayesian inference problem as an optimization problem that is used
y the SGD to train DNNs. Fig. 7 summarizes various VI methods for
NNs [89].

For BNNs, VI-based methods aim to approximate posterior distri-
utions over the weights of the NN. To achieve this, the loss can be
efined as follows:

(Φ) ≈ 1
2||

||

∑

𝑖=1
𝑅(𝑦(𝑖), x(𝑖)) +

1
||

KL(𝑞𝜙(𝑤) ∥ 𝑝(𝑤)), (17)

where || indicates the number of samples, and

𝑅(𝑦, x) = − log(𝜏x)𝑇 1 + ‖

√

𝜏x ⊙ (𝑦 − �̂�x)‖2 (18)

̂𝑥 = �̂�(x, 𝑤𝜇); 𝑤 ∼ 𝑞𝜙(𝑤) (19)

𝜏𝑥 = 𝜏(x, 𝑤𝑟). (20)

here ⊙ and 1 represent the element-wise product and a vector filled
ith ones, respectively. Eq. (17) can be used to compute (10).

Posch et al. [90] defined the variational distribution using a product
f Gaussian distributions along with diagonal covariance matrices. For
ach network layer, a posterior uncertainty of the network parameter
as represented. Later, in [91], the diagonal covariance matrices were

eplaced with the traditional ones to allow the network parameters to
orrelate with each other. Inspired by transfer learning and empirical
ayes (EB) [92], MOPED [93] used deterministic weights, which were
erived from a pretrained DNN with the same architecture, to select
eaningful prior distributions over the weight space. Later, in [94],

n approach based on parametric EB was integrated into MOPED for
ean-field VI in Bayesian DNNs (BDNNs), and it used a fully factorized
aussian distribution to model the weights. In addition, a real-world
ase study, i.e., diabetic retinopathy diagnosis, was used to evaluate the
ethod. Subedar et al. [95] proposed an uncertainty-aware framework

ased on multimodal Bayesian fusion for activity recognition. They
caled a BDNN to a deeper structure by combining deterministic and
ariational layers. Marino et al. [96] proposed a stochastic modeling-
ased approach to model uncertainty. Specifically, a deep BNN (DBNN)
as used to perform stochastic learning for the system. A variational
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Fig. 8. The general architecture of the deeper linear mean-field network with three or
more mean-field weight layers.
Source: Reproduced based on [103].

BNN [97], which is a generative-based model, was proposed to pre-
dict the superconducting transition temperature. Specifically, VI was
adapted to compute the distribution in the latent space for the model.

Louizos and Welling [98] adopted stochastic gradient VI [99] to
compute the posterior distributions over the weights of NNs. Hubin and
Storvik [100] proposed a stochastic VI method that jointly considers
both model and parameter uncertainties in BNNs, and they introduced
latent binary variables to include or exclude certain weights of the
model. Liu et al. [101] integrated VI into a spatial–temporal NN to
approximate the posterior parameter distribution of the network and
estimate the probability of the prediction. Ryu et al. [102] integrated
a graph convolutional network (GCN) into the Bayesian framework to
learn representations and predict molecular properties. Swiatkowski
et al. [89] empirically studied Gaussian mean-field VI. They decom-
posed the variational parameters into a low-rank factorization to obtain
a more compact approximation and improved the signal-to-noise ratio
(SNR) of the stochastic gradient (SG) in estimating the lower bound
of the variation. Franquhar et al. [103] used mean-field VI to better
train deep models. They argued that a deeper linear mean-field network
can provide an analogous distribution of the function space to that of
shallowly full-covariance networks. A schematic view of the proposed
approach is shown in Fig. 8.

3.4. BayesIan Active Learning (BAL)

AL methods aim to learn from unlabeled samples by querying an
oracle [104]. Defining the right acquisition function, i.e., the condition
under which a sample is most informative for the model, is the main
challenge for AL-based methods. Although existing AL frameworks have
shown promising results in a variety of tasks, they lack scalability to
high-dimensional data [105]. In this regard, Bayesian approaches can
be integrated into the DL structure to represent uncertainty and then
combined with a deep AL acquisition function to probe for uncertain
samples in the oracle.

Deep Bayesian AL (DBAL) [106] combines an AL framework with
Bayesian DL to deal with high-dimensional data problems, i.e., image
data. DBAL uses batch acquisition to select the 𝑛 samples with the
highest Bayesian AL by disagreement (BALD) [107] score. Model priors
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from empirical Bayes (MOPED) [108] uses BALD to evaluate uncer-
tainty. In addition, MC dropout has been applied to estimate model
uncertainty. Later, Krisch et al. [109] proposed BatchBALD, which uses
a greedy algorithm to select a batch in linear time, reducing the run-
time. They modeled uncertainty by leveraging Bayesian AL (BAL) using
dropout sampling. In [110], two types of uncertainty measures, namely,
entropy and BALD [107], were compared. ActiveHARNet [111], which
is an AL-based framework for human action recognition, modeled
uncertainty by linking BNNs with GP using dropout. To achieve this,
dropout was applied before each fully connected layer to estimate
the mean and variance of the BNN. DeepBASS [112], i.e., a deep
AL semisupervised learning method, is an expectation–maximization-
based [113] technique paired with an AL component. It applies MC
dropout to estimate uncertainty.

Scandalea et al. [114] proposed a framework based on the U-
Net structure for deep AL to segment biomedical images and used an
uncertainty measure obtained by MC dropout to suggest samples to be
annotated. Specifically, uncertainty was defined based on the standard
deviation (STD) of the posterior probabilities of the MC samples. Zheng
et al. [115] varied the number of Bayesian layers and their positions to
estimate uncertainty through AL on the MNIST dataset. The outcome
indicated that a few Bayesian layers near the output layer are enough
to fully estimate the uncertainty of the model.

Inspired by [116], Bayesian batch AL [117], which selects a batch
of samples at each AL iteration to perform posterior inference over
the model parameters, was proposed for large-scale problems. Active
user training [118], which is a BAL-based crowdsourcing model, was
proposed to address high-dimensional and complex classification prob-
lems. In addition, the Bayesian inference method proposed in [119]
was used to consider the uncertainty of the confusion matrix of the
annotators.

Several generative-based AL frameworks have been introduced.
In [120], a semi-supervised Bayesian AL model, which is a deep
generative-based model that uses BNNs to obtain the discriminative
component, was developed. Tran et al. [121] proposed Bayesian-based
generative deep AL (BGADL) (Fig. 9) for image classification problems.
They first used the concept of DBAL to select the most informative
samples, and then VAE-ACGAN was applied to generate new samples
based on the selected ones. Akbari et al. [122] proposed a unified BDL
framework to quantify both aleatoric and epistemic uncertainty for
activity recognition. They used an unsupervised DL model to extract
features from the time series, and then their posterior distributions
were learned through a VAE model. Finally, dropout [35] was applied
after each dense layer and test phase for the randomness of the model
weights and samples from the approximate posterior, respectively.

3.5. Bayes By Backprop (BBB)

The process of learning a probability distribution using the weights
of NNs plays a significant role in obtaining better prediction results.
Blundell et al. [123] proposed a novel yet efficient algorithm named
Bayes by Backprop (BBB) to quantify the uncertainty of these weights.
The proposed BBB minimizes the compression cost, which is known
as the variational free energy (VFE) or the (expected) lower bound
of the marginal likelihood. To do this, they defined a cost function as
follows:

𝐹 (, 𝜃) = KL[𝑞(𝐰|𝜃) ∥ 𝑃 (𝐰)] − E𝑞(𝐰,𝜃)[log𝑃 (|𝐰)]. (21)

The BBB algorithm uses the unbiased gradient estimates of the cost
function in (21) to learn a distribution over the weights of NNs. In
another work, Fortunato et al. [124] proposed a new Bayesian RNN
(BRNN) using the BBB algorithm. To improve the BBB algorithm, they
used a simple adaptation of truncated backpropagation throughout
time. The proposed BRNN model is shown in Fig. 10.

Ebrahimi et al. [125] proposed an uncertainty-guided continual
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approach with BNNs (called the uncertainty-guided continual learning B
Fig. 9. Bayesian generative active deep learning (ACGAN stands for the auxiliary-
classifier GAN).
Source: Reproduced based on [121].

Fig. 10. Bayesian RNNs (BRNNs).
Source: The image is reproduced
based on the model proposed by
Fortunato et al. [124].

(CL) technique with BNNs (UCB)). CL enables learning a variety of
new tasks while incorporating previously learned ones. The proposed
UCB exploits the predicted uncertainty of the posterior distribution to
formulate the modification of ‘‘important’’ parameters both by setting a
hard threshold as well as in a soft way. Recognizing different actions in
videos not only requires big data but is also a time-consuming process.
To address this issue, de la Riva and Mettes [126] proposed a Bayesian-
based deep learning method (Bayesian 3D ConvNet) to analyze a small
number of videos. In this regard, BBB was extended for use by 3D
CNNs and then employed to deal with uncertainty over the convolution
weights in the proposed model. To this end, a Gaussian distribution
was applied to approximate the correct posterior in the proposed 3D
convolution layers using the mean and STD as follows:

⎧

⎪

⎨

⎪

⎩

𝜃 = (𝜇, 𝛼),
𝜎2 = 𝛼.𝜇2,
𝑞𝜃(𝐰𝑖𝑗ℎ𝑤𝑡|) =  (𝜇𝑖𝑗ℎ𝑤𝑡, 𝛼𝑖𝑗ℎ𝑤𝑡𝜇2𝑖𝑗ℎ𝑤𝑡),

(22)

here 𝑖 represents the input, 𝑗 is the output, ℎ is the filter height, 𝑤
s the filter width and 𝑡 is the time dimension. In another work, Ng
t al. [66] compared the performance of two well-known uncertainty
ethods (MC dropout and BBB) in medical image segmentation (car-
iac MRI) on a U-Net model. The results showed that MC dropout and

BB had similar performances in medical image segmentation tasks.
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Fig. 11. Pairwise supervised hashing-Bernoulli VAE (PSHBVAE).
Source: Adopted from [127].

3.6. Variational autoencoders

An autoencoder is a variant of DL that consists of two components:
(i) an encoder and (ii) a decoder. The encoder aims to map high-
dimensional input samples 𝑥 to a low-dimensional latent variable 𝑧,

hile the decoder reproduces the original samples 𝑥 using the latent
ariable 𝑧. The latent variables are compelled to conform a given prior
istribution 𝑃 (𝑧). Variational autoencoders (VAEs) [99] are effective
ethods to model the posterior. They cast learning representations for
igh-dimensional distributions as a VI problem [128]. A probabilistic
odel 𝑃𝜃(𝑥) of sample 𝑥 in a data space with a latent variable 𝑧 in a

atent space can be written as follows:

𝜃(x) = ∫𝑧
𝑝𝜃(x|𝑧)𝑝(𝑧). (23)

VI can be used to model the evidence lower bound log 𝑝𝜃(x) as
follows:

log 𝑝𝜃(x) = E𝑞𝜙(𝑧|x)[log 𝑝𝜃(x|𝑧)] −𝐷𝐾𝐿(𝑞𝜙(𝑧|x) ∥ 𝑝(x)), (24)

where 𝑞𝜙(𝑧|x) and 𝑝𝜃(x|𝑧) are the encoder and decoder models, respec-
tively, and 𝜙 and 𝜃 indicate their parameters.

Zamani et al. [127] developed a discrete VAE framework with
Bernoulli latent variables as binary hashing code (Fig. 11). The stochas-
tic gradient was exploited to learn the model. They proposed a pairwise
supervised hashing (PSH) framework to derive better hashing codes.
PSH maximizes the ELBO with weighted KL regularization to learn
more informative binary codes, and it adapts a pairwise loss function
to reward within-class similarity and between-class dissimilarity to
minimize the distances among the hashing codes of samples from the
same class and vice versa.

Bohm et al. [130] studied UQ for linear inverse problems using
VAEs. Specifically, a vanilla VAE with a mean-field Gaussian posterior
was trained on uncorrupted samples under the ELBO. In addition,
the EL2O method [131] was adopted to approximate the posterior.
Edupuganti et al. [129] studied UQ tasks in magnetic resonance image
recovery (see Fig. 12). To this end, a VAE–GAN, which is a probabilistic
recovery scheme, was developed to map low-quality images to high-
quality ones. The VAE–GAN consisted of a VAE and a multilayer CNN
as the generator and discriminator, respectively. In addition, Stein’s
unbiased risk estimator (SURE) was leveraged as a proxy to predict
error and estimate the uncertainty of the model.
251
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In [132], a framework based on variational U-Net [133] architec-
ture was proposed for UQ tasks in reservoir simulations. Both a simple
U-Net and variational U-Net (VUNet) are illustrated in Fig. 13. Cosmo
VAE [134], which is a VAE based on DL, i.e., U-Net, was proposed
to restore missing observations in the cosmic microwave background
(CMB) map. As such, variational Bayes approximation was used to
determine the ELBO of the likelihood of the reconstructed image.
Mehrasa et al. [135] proposed the action point process VAE (APP VAE)
for action sequences. APP VAE consists of two LSTMs to estimate the
prior and posterior distributions. Sato et al. [136] proposed a VAE-
based UA for anomaly detection. They used MC sampling to estimate
the posterior.

Since VAEs are not stochastic processes, they are limited to en-
coding finite-dimensional priors. To address this limitation, Mishra
et al. [137] developed the prior encoding VAE, i.e., 𝜋VAE. Inspired by
the Gaussian process [138], 𝜋VAE is a stochastic process that learns
a distribution over functions. To achieve this, the 𝜋VAE encoder first
transforms the locations to a high-dimensional space and then uses
a linear mapping to link the feature space to the outputs. The 𝜋VAE
encoder aims to recreate a linear mapping from a lower-dimensional
probabilistic embedding. Finally, the recreated mapping is used to
obtain the reconstruction of the outputs. Guo et al. [139] used a VAE
to deal with data uncertainty under a just-in-time learning framework.
A Gaussian distribution was employed to describe the latent space
features variablewise, and then KL divergence was used to ensure that
the selected samples were the most relevant to a new sample. Daxberger
et al. [140] tried to detect OoD samples during the test phase. To this
end, an unsupervised, probabilistic framework was developed based
on a Bayesian VAE. In addition, they estimated the posterior over the
decoder parameters by applying SG-MCMC.

3.7. Laplacian approximations

Laplacian approximations (LAs) are popular UQ methods that are
used to estimate Bayesian inferences [141]. They build a Gaussian
distribution around the true posterior using a Taylor expansion around
the MAP, 𝜃∗, as follows:

𝑝(𝜃|𝐷) ≈ 𝑝(𝜃∗) exp{−1
2
(𝜃 − 𝜃∗)′H

|𝜃∗ (𝜃 − 𝜃∗)}, (25)

here H
|𝜃 = ▿𝜃𝑝(𝑦|𝜃)▿𝜃𝑝(𝑦|𝜃)′ indicates the Hessian of the likelihood

stimated at the MAP estimate. Ritter et al. [142] introduced a scalable
A (SLA) approach for different NNs. They proposed the model, then
ompared it with other well-known methods such as dropout and a
iagonal LA for uncertainty estimation in networks. Additional studies
ave been performed on LA, such as [143–146]. For example, Shinde
t al. [143], with the help of conditional random fields (CRFs) on top
f BNNs, could determine contextual information and carry out semisu-
ervised learning. Then, the authors compared the performance of LA
ith a variant of MC dropout. Shinde et al. in another study [144],
valuated the performance of LA on an autonomous driving application
the KITTI dataset was used). Their findings showed that uncertainty
an be meaningful; however, they encouraged conducting more experi-
ental evaluations on this point. In another study, Lee et al. [145] used

n LA-based inference engine for natural parameters and information
n the form of a Gaussian distribution. The authors managed to scale
A on the ImageNet dataset by spending considerable time tuning the
yperparameters so that they could make a meaningful comparison.
inally, Humt et al. [146] applied existing BO techniques to tune the
yperparameters of LA. The outcomes indicated that the proposed BO
pproach required fewer iterations than random search.

.8. Uncertainty quantification in reinforcement learning

Uncertainty plays a key role in estimating the method’s performance
n various fields (e.g. in RL [147]). Different UQ methods in RL have
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Fig. 12. A schematic view of the VAE model proposed by Edupuganti et al..
Source: Reproduced based on [129].
Fig. 13. A general view of U-Net and VUNet.
Source: Reproduced based on [132].
been widely-investigated in the literature [148]. Lee et al. [149] for-
mulated the model uncertainty problem as a Bayes-adaptive Markov
decision process (BAMDP). The general BAMDP is defined by a tuple
⟨𝑆,Φ, 𝐴, 𝑇 , 𝑅, 𝑃0, 𝛾⟩, where 𝑆 represents the underlying MDP’s observ-
able state space, Φ indicates the latent space, 𝐴 represents the action
space, 𝑇 is the parameterized transition and 𝑅 is the reward function.
Let 𝑏0 be an initial belief; a Bayes filter updates the posterior as follows:

𝑏′(𝜙′
|𝑠, 𝑏, 𝑎′, 𝑠′) = 𝜂

∑

𝜙∈Φ
𝑏(𝜙)𝑇 (𝑠, 𝜙, 𝑎′, 𝑠′, 𝜙′) (26)

Then, the Bayesian policy optimization (BPO) method (see Fig. 14)
is applied to the POMDPs as a Bayes filter to compute the belief 𝑏 of
the hidden state as follows:

𝑏′(𝑠′) = 𝜓(𝑏, 𝑎′, 𝑜′) = 𝜂
∑

𝑠∈𝑆
𝑏(𝑠)𝑇 (𝑠, 𝑎′, 𝑠′)𝑍(𝑠, 𝑎′, 𝑜′) (27)

In another work, O’Donoghue et al. [150] proposed the uncer-
tainty Bellman equation (UBE) to quantify uncertainty. The authors
used a Bellman-based equation that propagated the uncertainty (here,
variance) relationship of the posterior distribution of the Bayesian
model. Kahn et al. [151] presented a new UA model for a learning
algorithm to control a mobile robot. A review of past studies in RL
shows that different Bayesian approaches have been used for handling
parameter uncertainty [152]. Bayesian RL was thoroughly reviewed by
Ghavamzadeh et al. [152] in 2015. Due to page limitation, we do not
discuss here the application of UQ to RL, but we summarize some of
the recent studies here.

Kahn et al. [151] used both bootstrapping and dropout methods
252

to estimate uncertainty in NNs and then used them in a UA collision
prediction model. In addition to Bayesian statistical methods, ensemble
methods have been used to quantify uncertainty in RL [168]. In this
regard, Tschantz et al. [168] applied an ensemble of different point-
estimate parameters 𝜃 = {𝜃0,… , 𝜃𝐵} that were trained on various
batches of a dataset 𝐷 and then maintained and treated by the poste-
rior distribution 𝑝(𝜃|𝐷). The ensemble method helped to capture both
aleatoric and epistemic uncertainty. There are other UQ techniques
used in RL; however, we are not able to discuss all of them in detail in
this work for various reasons, such as page restrictions and the breadth
of the article. Table 2 summarizes different UQ methods used in a
variety of RL subjects.

4. Ensemble techniques

Deep NNs (DNNs) have been effectively employed in a wide variety
of machine learning tasks and have achieved state-of-the-art (SOTA)
performance in different domains such as bioinformatics, NLP, speech
recognition and computer vision [169,170]. In supervised learning
benchmarks, NNs yielded competitive accuracy but poor predictive un-
certainty quantification. Hence, they are inclined to generate overcon-
fident predictions. Incorrect overconfident predictions can be harmful;
therefore, it is important to handle UQ in a proper manner in real-world
applications [171]. As empirical evidence of uncertainty estimates are
not available in general, the quality of predictive uncertainty evaluation
is a challenging task. Two evaluation measures, calibration and domain
shift, are applied, which are usually inspired by the practical applica-
tions of NNs. Calibration measures the discrepancy between long-run
frequencies and subjective forecasts. The second notion concerns the

generalization of predictive uncertainty to a domain shift that estimates
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Table 2
Further information on some UQ methods used in RL.

Study Year Application Goal/Objective UQ method Code

Kalweit and Boedecker [153] 2017 Continuous Deep RL (CDRL) Minimizing real-world interaction Model-assisted Bootstrapped Deep
Deterministic Policy Gradient
(MA-BDDPG)

×

Tegho et al. [154] 2018 Dialogue management context Dialogue policy optimisation BBB propagation deep Q-networks
(BBQN)

×

Riquelme et al. [155] 2018 Approximating the posterior
sampling

Balancing both exploration and
exploitation in different complex
domains

Deep Bayesian Bandits Showdown using
Thompson sampling

√

Riquelme et al. [155] 2018 Approximating the posterior
sampling

Balancing both exploration and
exploitation in different complex
domains

Deep Bayesian Bandits Showdown using
Thompson sampling

√

Janz et al. [156] 2019 Temporal difference learning Posterior sampling for RL (PSRL) Successor Uncertainties (SU)
√

Shen and How [157] 2019 Discriminating potential
threats

Stochastic belief space policy Soft-Q learning ×

Benatan and Pyzer-Knapp [158] 2019 Safe RL (SRL) The weights in RNN using mean and
variance weights

Probabilistic Backpropagation (PBP) ×

Huang et al. [159] 2019 Model-based RL (MRL) Better decision and improve performance Bootstrapped model-based RL (BMRL) ×

Eriksson and Dimitrakakis [160] 2019 Risk measures and leveraging
preferences

Risk-Sensitive RL (RSRL) Epistemic Risk Sensitive Policy Gradient
(EPPG)

×

Lötjens et al. [161] 2019 SRL UA navigation Ensemble of MC dropout (EMCD) and
Bootstrapping

×

Clements et al. [162] 2019 Designing risk-sensitive
algorithm

Disentangling aleatoric and epistemic
uncertainties

Combination of distributional RL (DRL)
and Approximate Bayesian computation
(ABC) methods with NNs

√

Metelli et al. [163] 2019 Temporal difference learning Balancing exploration and exploitation WQL: Wasserstein Q-Learning
√

D’Eramo et al. [164] 2019 Drive exploration Multi-Armed Bandit (MAB) Bootstrapped deep Q-network with TS
(BDQNTS)

×

Tschantz et al. [165] 2020 Model-based RL Exploration and exploitation Scaling active inference ×

Lee et al. [166] 2020 Multi-agent RL Lack of entirely accurate knowledge of
each agent in the model

robust Markov game ×

Ramakrishnan et al. [167] 2020 Blind spot detection Mismatch between training and
execution environments

Safe sim-to-real transfer ×
Fig. 14. A general view of BPO.
Source: Reproduced based
on [149].
hether the network knows what it knows. An ensemble of models
nhances the predictive performance. However, it is not evident why
nd when an ensemble of NNs can generate good uncertainty esti-
ates. Bayesian model averaging (BMA) believes that the true model

ies within the hypothesis class of the prior and executes soft model
election to locate the single best model within the hypothesis class. In
ontrast, ensembles combine models to discover more powerful models;
nsembles can be anticipated to be better when the true model does not
ie within the hypothesis class.

The authors of [172] devised the maximize overall diversity (MOD)
odel to estimate ensemble-based uncertainty by taking into account

he diversity in ensemble predictions across possible future inputs.
253
Gustafsson et al. [173] presented an evaluation approach for measuring
uncertainty estimations to investigate robustness in the computer vision
domain.

Chua et al. [174] devised a novel method called probabilistic en-
sembles with trajectory sampling that integrated sampling-based un-
certainty propagation with a UA deep network dynamics approach.
The authors of [169] demonstrated that prevailing calibration error
estimators were unreliable in the small data regime and hence proposed
a kernel density-based estimator for calibration performance evalu-
ation and proved its consistency and unbiasedness. Liu et al. [175]
presented a Bayesian nonparametric ensemble method that enhanced
an ensemble model that augmented a model’s distribution functions



Information Fusion 76 (2021) 243–297M. Abdar et al.

t
a

{

w
c

T

𝑈

o
c
B
p

B
a
t
s
m
l
b
m

a
t
d
f

4

u

using Bayesian nonparametric machinery and a prediction mechanism.
In another study, the researchers [176] exploited the challenges asso-
ciated with attaining uncertainty estimations for structured predictions
and presented baselines for sequence-level out-of-domain input detec-
tion, sequence-level prediction rejection and token-level error detection
utilizing ensembles.

Ensembles involve memory and computational cost, which is not
acceptable in many applications [177]. There has been noteworthy
work done on the distillation of an ensemble into a single model.
Such approaches achieved comparable accuracy using ensembles and
mitigated the computational costs. In the posterior distribution 𝑝(𝜽|𝐷),
he uncertainty of a model is captured. Let us consider the posterior of
sampled ensemble of models {𝑃 (𝑦|x⋆,𝜽(𝑚))}𝑀𝑚=1 as follows [177]:

𝑃 (𝑦|x⋆,𝜽(𝑚))}𝑀𝑚=1 → {𝑃 (𝑦|𝜋(𝑚))}𝑀𝑚=1, 𝜋
𝑚 = 𝑓 (x⋆;𝜽(𝑚)),𝜽(𝑚) ∼ 𝑝(𝜽|𝐷),

(28)

here a test value x∗ is input and 𝜋 represents the parameters of a
ategorical distribution [𝑃 (𝑦 = 𝑤1),… , 𝑃 (𝑦 = 𝑤𝑘)]𝑇 . By taking into

account the expectation with respect to the model posterior, predictive
posterior or expected predictive distribution, a test input x∗ is acquired.
Then we have:

𝑃 (𝑦|x⋆, 𝐷) = E𝑝(𝜽|𝐷)[𝑃 (𝑦|x⋆,𝜽)]. (29)

Different estimates of data uncertainty are demonstrated by each
of the models 𝑃 (𝑦|x⋆,𝜽(𝑚)). The ‘disagreement’ or the level of spread
of an ensemble sampled from the posterior is due to the uncertainty
in the predictions as a result of model uncertainty. Let us consider an
ensemble {𝑃 (𝑦|x⋆,𝜽(𝑚))}𝑀𝑚=1 that yields the expected set of behaviors;
the entropy of the expected distribution 𝑃 (𝑦|x⋆, 𝐷) can be utilized as
an estimate of the total uncertainty in the prediction. Measures of the
spread or ‘disagreement’ of the ensemble such as MI can be used to
assess the uncertainty in the predictions due to knowledge uncertainty
as follows:

𝐼[𝑦,𝜽|x⋆, 𝐷]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐾𝑛𝑜𝑤𝑙𝑒𝑑𝑔𝑒 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦

= 𝐻[E𝑝(𝜽|)[𝑃 (𝑦|x⋆,𝜽)]]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑇 𝑜𝑡𝑎𝑙 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦

−E𝑝(𝜽|)[𝐻[𝑃 (𝑦|x⋆,𝜽)]]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐷𝑎𝑡𝑎 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦

.

(30)

The total uncertainty can be decomposed into the expected data un-
certainty and knowledge uncertainty via MI formulation. If the model
is uncertain, both in out-of-domain areas and regions of severe class
overlap, the entropy of the total uncertainty or predictive posterior is
high. If the models disagree, the difference of the expected entropy and
the entropy of the predictive posterior of the individual models will be
nonzero. For example, the MI will be low and the expected and predic-
tive posterior entropy will be similar, and each member of the ensemble
will demonstrate a high-entropy distribution in regions of class overlap.
In such scenarios, data uncertainty dominates total uncertainty. The
predictive posterior is nearly uniform while the expected entropy of
each model may be low; this is the result of diverse distributions over
classes as a result of out-of-domain inputs. In this region of input space,
knowledge uncertainty is high because the model’s understanding of
the data is low. In ensemble distribution distillation, the aim is to
capture not only the diversity but also the mean of the ensemble.
An ensemble can be observed as a set of samples from an implicit
distribution of the output distributions:

{𝑃 (𝑦|x⋆,𝜽(𝑚))}𝑀𝑚=1 → {𝑃 (𝑦|𝜋(𝑚))}𝑀𝑚=1, 𝜋
(𝑚) ∼ 𝑝(𝜋|x⋆,). (31)

Prior networks, a new class model, were proposed to explicitly pa-
rameterize a conditional distribution over output distributions
𝑝(𝜋|x⋆, �̂�) utilizing a single NN parameterized by a point estimate of
the model parameters �̂�. An ensemble can be emulated effectively by
a prior network and hence show the same measure of uncertainty. By
parameterizing the Dirichlet distribution, the prior network 𝑝(𝜋|x⋆, �̂�)
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c

represents a distribution over categorical output distributions. The
ensembling performance is measured by an uncertainty estimation. DL
ensembles produce benchmark results in uncertainty estimation.

Different sources of model uncertainty can be addressed by incorpo-
rating one of the presented ensemble techniques to obtain the Bayesian
nonparametric ensemble (BNE) model devised by Liu et al. [175].
Bayesian nonparametric machinery was utilized to augment distribu-
tion functions and predict a model with a BNE. The BNE measures the
uncertainty patterns in the data distribution and decomposes the un-
certainty into discrete components that are due to error and noise. The
model yielded precise uncertainty estimates from observational noise
and demonstrated its utility with respect to model bias detection and
uncertainty decomposition for an ensemble method used in prediction.
The predictive mean of a BNE can be expressed as follows [175]:

𝐸(𝑦|x,𝝎, 𝜹, 𝐺) =
𝐾
∑

𝑘=1
𝑓𝑘(x)𝜔𝑘 + 𝜹(x)

⏟⏟⏟
𝐷𝑢𝑒 𝑡𝑜 𝜹

+∫𝑦∈𝒴

[

Φ(𝑦|x,𝝁) − 𝐺[Φ(𝑦|x,𝝁)]
]

𝑑𝑦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐷𝑢𝑒 𝑡𝑜 𝐺

.

(32)

The predictive mean for the full BNE is composed of three sections:

1. The predictive mean of the original ensemble is ∑𝐾
𝑘=1 𝑓𝑘(x)𝝎𝑘;

2. The BNE’s direct correction to the prediction function is repre-
sented by the term 𝛿; and

3. The BNE’s indirect correction to the prediction derived from the
relaxation of the Gaussian assumption in the model cumulative
distribution function is represented by the term ∫

[

𝛷(𝑦|x, 𝜇) −

𝐺[Φ(𝑦|x, 𝜇)]
]

𝑑𝑦. In addition, two error correction terms 𝛿(𝑦|x)
and 𝐺(𝑦|x) are presented.

To denote the BNE’s predictive uncertainty estimation, the term 𝛷𝜀,𝜔
is used, which is the predictive cumulative distribution function of the
original ensemble (i.e., including the variance 𝜎2𝜀 and mean ∑

𝑘 𝑓𝑘𝜔𝑘).
he BNE’s predictive interval is represented as [175]:

𝑞(𝑦|x,𝝎, 𝜹, 𝐺) =
[

Φ−1
𝜺,𝝎

(

𝐺−1(1 −
𝑞
2
|x)

)

+ 𝜹(x),Φ−1
𝜺,𝝎

(

𝐺−1(1 +
𝑞
2
|x)

)

+ 𝜹(x)
]

.

(33)

Comparing the above equation to the predictive interval of the
riginal ensemble

[

Φ−1
𝜺,𝝎

(

𝐺−1(1 − 𝑞
2 |x)

)

, Φ−1
𝜺,𝝎

(

𝐺−1(1 + 𝑞
2 |x)

) ]

, it
an be observed that the residual process 𝛿 adjusts the locations of the
NE predictive interval endpoints while 𝐺 calibrates the spread of the
redictive interval.

Finally, Wen et al. [178] designed an ensemble method, called
atchEnsemble, whose memory and computational costs are consider-
bly lower than those of typical ensembles. BatchEnsemble achieves
his by denoting each weight matrix as the Hadamard product of a
hared weight among all ensemble members and considering a rank-one
atrix for each ensemble member. BatchEnsemble is not only paral-

elizable across devices, where one device trains one ensemble mem-
er, but also parallelizable within a device, where multiple ensemble
embers are updated concurrently for a given mini-batch.

As an important part of ensemble techniques, loss functions play
significant role of having a good performance by different ensemble

echniques. In other words, choosing the appropriate loss function can
ramatically improve results. We summarize the most important loss
unctions applied for UQ in Table A.1 in the Appendix.

.1. Deep ensemble

Deep ensemble (DE) is another powerful method for measuring
ncertainty that has been used extensively in many real-world appli-
ations [180]. To achieve good learning results, the data distributions
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Fig. 15. A schematic view of TTA for ensembling techniques.
Source: Reproduced based on [179].
in the testing datasets should be as close as in the training datasets.
In many situations, the distributions of the test datasets are unknown,
especially in cases of uncertainty prediction problems. Hence, it is dif-
ficult for traditional learning models to yield competitive performance.
Some researchers have applied MCMC and BNNs that relied on the prior
distributions of datasets to solve uncertainty prediction problems [172].
When these approaches are employed in large networks, it becomes
computationally expensive. Model ensembling is an effective technique
that can be used to enhance the predictive performance of supervised
learners. DEs are applied to obtain better predictions on the test data
and produce model uncertainty estimates when the learners are pro-
vided with OoD data. The success of the ensembles depends on the
variance reduction generated by combining predictions that are prone
to several types of errors individually. Hence, the improvement in the
predictions is achieved by utilizing a large ensemble with numerous
base models, and such ensembles also generate distributional estimates
of model uncertainty.

McDermott and Wikle [181] proposed a DE echo state network
model for spatiotemporal forecasting in uncertainty quantification. Hu
et al. [180] proposed a model called margin-based Pareto DE pruning
utilizing a DE network that yielded competitive uncertainty estimations
with elevated confidence of the prediction interval coverage probabil-
ity and a small value of the prediction interval width. The authors
of [179] exploited in-domain uncertainty, examined the standards for
its quantification and revealed the pitfalls of prevailing matrices. They
presented the DE equivalent score (DEE) and demonstrated how an
ensemble of only a few trained networks can be equivalent to many
refined ensembling methods with respect to test performance. For one
ensemble, they proposed test-time augmentation (TTA) to improve the
performance of different ensemble learning techniques (see Fig. 15).
There have been other studies on TTA for quantifying uncertainties,
such as [38,182–184].

Wilson and Izmailov [185] showed how DE models can provide
a better approximation of the Bayesian model average in DL than
standard Bayesian methods (such as BBB). In other words, they believed
that DEs can be considered a Bayesian approach. Moreover, the authors
discussed the importance of multi-basin marginalization (by applying a
new procedure called MultiSWAG) for epistemic uncertainty represen-
tation, robustness to data corruption and ultimately performance. They
also showed that it can entirely eliminate double descent behavior.
They analyzed priors over functions 𝑃 (𝑓 ) when induced by Gaussian
priors over different parameters of NNs. Based on this procedure, they
could show that the proposed process has several significant properties,
such as the following:

1. A valuable induced correlation function for a wide variety of
images;
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2. An impressive ability to generate beneficial features;
3. Excellent support for structured datasets versus corrupted
datasets through marginal likelihood;

4. A significant performance improvement over standard training.

The obtained outcomes showed how probability UQ in DL can help
provide a prescription for model construction that eliminates the am-
biguous generalization properties of DNNs, such as having the capac-
ity to fit images with random classes (labels), double descent, and
overparametrization.

However, DEs [186] are a simple approach that presents indepen-
dent samples in various modes of loss setting. Under a fixed test-
time computed budget, DEs can be regarded as a powerful baseline
for judging the performance of other ensembling methods. It is a
challenging task to compare the performance of ensembling methods.
Different values of matrices are achieved by different models on dif-
ferent datasets. Interpretability is lacking for the values of matrices,
as performance gains are compared with dataset- and model-specific
baselines. Hence, Ashukha et al. [179] proposed DDE with the aim
of introducing interpretability and a perspective that applies DEs to
compute the performance of other ensembling methods. The DDE score
aims to answer the question: what size of DE demonstrates the same
performance as a specific ensembling technique? The DDE score is
based on calibrated log-likelihood (CLL). DDE is defined for an ensem-
bling technique (m), and the lower and upper bounds are depicted as
follows [179]:

𝐸𝐸𝑚(𝑘) = 𝑚𝑖𝑛{𝑙 ∈ 𝑅, 𝑙 ≥ 1|𝐶𝐿𝐿𝑚𝑒𝑎𝑛𝐷𝐸 (𝑙) ≥ 𝐶𝐿𝐿𝑚𝑒𝑎𝑛𝑚 (𝑘)}, (34)
𝐸𝐸𝑢𝑝𝑝𝑒𝑟∕𝑙𝑜𝑤𝑒𝑟

𝑚 (𝑘) = 𝑚𝑖𝑛{𝑙 ∈ 𝑅, 𝑙 ≥ 1|𝐶𝐿𝐿𝑚𝑒𝑎𝑛𝐷𝐸 (𝑙) ∓ 𝐶𝐿𝐿𝑠𝑡𝑑𝐷𝐸 (𝑙) ≥ 𝐶𝐿𝐿𝑚𝑒𝑎𝑛𝑚 (𝑘)},

(35)

where the mean and standard deviation of the calibrated log-likelihood
yielded by an ensembling technique 𝑚 with 𝑙 samples is denoted as
𝐶𝐿𝐿𝑚𝑒𝑎𝑛∕𝑠𝑡𝑑𝑚 (𝑙). They measured 𝐶𝐿𝐿𝑠𝑡𝑑𝐷𝐸 (𝑙) and 𝐶𝐿𝐿𝑚𝑒𝑎𝑛𝐷𝐸 (𝑙) for natural
numbers 𝑙 ∈ N>0, and linear interpolation was applied to define them
for real values 𝑙 ≥ 1. They depicted 𝐷𝐷𝐸𝑚(𝑘) for different numbers
of samples 𝑘 for different methods 𝑚 with upper and lower bounds
𝐷𝐸𝐸𝑢𝑝𝑝𝑒𝑟𝑚 (𝑘) and 𝐷𝐸𝐸𝑙𝑜𝑤𝑒𝑟𝑚 (𝑘).

A DE echo state network (D-EESN) model with two versions for
spatiotemporal forecasting and the associated uncertainty measurement
was presented in [181]. The first framework applies a bootstrap en-
semble approach, and the second was devised within a hierarchical
Bayesian framework. Multiple levels of uncertainties and non-Gaussian
data types were accommodated by the general hierarchical Bayesian
approach. The authors of [181] broadened some of the deep ESN
technique constituents presented by Antonelo et al. [187] and Ma
et al. [188] to fit within a spatiotemporal ensemble approach in the D-
EESN model to contain this kind of structure. As in the previous section,

we summarize a few loss functions of DEs in Table A.2 in the Appendix.
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4.2. Deep ensemble Bayesian/Bayesian deep ensemble

The expressive power of various ensemble techniques such as DE
Bayesian (DEB)/Bayesian DE (BDE) is shown extensively in the liter-
ature. However, traditional learning techniques suffered from several
drawbacks and limitations, as listed in [189]. To overcome these lim-
itations, Fersini et al. [189] utilized the ensemble learning approach
to mitigate the noise sensitivity related to language ambiguity, and
more accurate predictions of polarity could be estimated. The proposed
ensemble method employed Bayesian model averaging, where both the
reliability and uncertainty of each single model were considered. The
study [190] presented one alteration to the prevailing approximate
Bayesian inference method by regularizing the parameters related to
values derived from a distribution that could be set equal to the prior.
The analysis of the process suggested that the recovered posterior was
centered correctly but leaned toward an overestimated correlation and
underestimated marginal variance. To obtain uncertainty estimates,
one of the most promising frameworks is Deep BAL (DBAL) with MC
dropout.

Pop et al. [186] argued that in VI methods, the mode collapse
phenomenon was responsible for the overconfident predictions of DBAL
methods. They devised DE-BAL, which addressed the mode collapse
issue and improved the MC dropout method. In another study, Pop
et al. [191] proposed a novel AL technique especially for DNNs. The sta-
tistical properties and expressive power of model ensembles were em-
ployed to enhance the SOTA deep BAL technique that suffered from the
mode collapse problem. In another work, Pearce et al. [192] proposed
a new ensemble of NNs, an approximate Bayesian ensembling approach
called ‘‘𝑎𝑛𝑐ℎ𝑜𝑟𝑒𝑑𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑖𝑛𝑔". The proposed approach regularized the
parameters regarding values attracted from a distribution.

4.3. Uncertainty in Dirichlet deep networks

Tsiligkaridis [193] devised a new technique, information-aware
Dirichlet networks, that learned an explicit Dirichlet prior distribution
on predictive distributions by lessening a bound on the probable max-
imum norm of the prediction error and penalizing information related
to incorrect results. Enhanced uncertainty estimation was achieved by
deriving the properties of the new cost function. To detect adversarial
examples and estimate out-of-distribution and within-distribution un-
certainty, the method of Tsiligkaridis [193] showed better performance
than many SOTA NNs. The standard approach is to train deterministic
neural nets to reduce prediction loss. The resulting model remains
ignorant to the prediction confidence. Orthogonally to BNNs, which
indirectly infer the uncertainty of predictions through weight uncer-
tainties, Sensoy et al. [194] presented explicit modeling of the same
challenge using the theory of subjective logic. Sensoy et al. treated the
predictions of an NN as subjective opinions and introduced a novel loss
function that collects the evidence leading to these opinions by using
a deterministic NN by applying a Dirichlet distribution to the class
probabilities. The analysis carried out by Sensoy et al. emphasizes the
peculiarities of their novel loss function, which enhances uncertainty
estimation.

5. Further studies of UQ methods

In this section, we discuss few other UQ methods used in machine
and deep learning algorithms to estimate uncertainty. In this regard,
we present a summary of the proposed methods but not the theoretical
parts. Due to the page limitation and large number of references, we are
not able to review all the details of the methods. For this reason, readers
can find more details of each method in the references if needed.

OoD is a common error that appears in machine and deep learning
systems when the training data have different distributions. To address
this issue, Ardywibowo et al. [195] introduced a new UA architecture
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called 𝑁𝑒𝑢𝑟𝑎𝑙 𝐴𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑆𝑒𝑎𝑟𝑐ℎ (𝑁𝐴𝐷𝑆). The proposed O
Fig. 16. A single block diagram for searching the space in the architecture.
Source: Reproduced based on [195].

ADS finds an appropriate distribution of different architectures that
erform significantly well on a specified task. A single block diagram
or searching the space in the architecture is presented in Fig. 16.

Unlike previous architecture design methods, NADS enables the
ecognition of common blocks among all UA architectures. On the
ther hand, the cost functions for an uncertainty-oriented NN are not
lways convergent. Moreover, an optimized prediction interval (PI) is
ot always generated by converged NNs. The convergence of training
s uncertain, and the NNs are not customizable for such cost functions.
o construct the optimal PIs, Kabir et al. [196] presented a smooth
ustomizable cost function to develop the optimal PIs to construct NNs.
he PI coverage probability (PICP), PI failure distances and optimized
verage width of PIs were computed to lessen the variation in the
uality of PIs, increase the convergence probability and speed up the
raining. They tested their method on electricity demand and wind
ower generation data. In the case of non-Bayesian deep neural clas-
ification, uncertainty estimation methods introduced biased estimates
or instances whose predictions are highly accurate. They argued that
his limitation occurred because of the dynamics of training with SGD-
ike optimizers and that it possessed similar characteristics, such as
verfitting. Geifman et al. [197] proposed an uncertainty estimation
ethod that computed the uncertainty of highly confident points by uti-

izing snapshots of the trained model before their approximations were
ittered. The proposed algorithm outperformed all well-known tech-
iques. In another work, Tagasovska et al. [198] proposed single-model
stimates for DNNs of epistemic and aleatoric uncertainty. They sug-
ested a loss function called simultaneous quantile regression (SQR) to
btain the conditional quantiles of a target variable to assess aleatoric
ncertainty. Well-calibrated prediction intervals could be derived by
sing these quantiles. They devised orthonormal certificates (OCs),
collection of non-constant functions that mapped training samples

o zero to estimate epistemic uncertainty. The OoD examples were
apped by these certificates to nonzero values.

Van Amersfoort et al. [199,200] presented a method to find and
eject distribution data points for training a deterministic deep model
ith a single forward pass at test time. They exploited the ideas of
BF networks to devise deterministic UQ (DUQ), which is presented

n Fig. 17. They scaled the training in this method with a centroid
pdating scheme and a new loss function. Their method could detect
oD data consistently by utilizing a gradient penalty to track changes
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Fig. 17. A general view of the DUQ architecture.
Source: Reproduced based on [199,200].

in the input. Their method was able to enhance DEs and scaled well to
huge databases.

Tagasovska et al. [201] demonstrated frequentist estimates of epis-
temic and aleatoric uncertainty for DNNs. They proposed a loss func-
tion, simultaneous quantile regression, to estimate all the conditional
quantiles of a given target variable in case of aleatoric uncertainty.
Well-calibrated prediction intervals could be measured by using these
quantiles. They proposed a collection of non-trivial diverse functions
that mapped all training samples to zero and doubled as training
certificates for the estimation of epistemic uncertainty. The certificates
signaled high epistemic uncertainty by mapping OoD examples to
nonzero values. By using Bayesian deep networks, it is possible to know
what DNNs do not know in domains where safety is a major concern.
Flawed decisions may lead to severe penalties in many domains such
as autonomous driving, security and medical diagnosis. Traditional
approaches are incapable of scaling to complex large neural networks.
Mobiny et al. [202] proposed an approach imposing a Bernoulli dis-
tribution on the model weights to approximate Bayesian inference for
DNNs. Their framework, called MC-DropConnect, represented model
uncertainty through small alterations in the model structure or com-
puted cost. They validated their technique on various datasets and
architectures for semantic segmentation and classification tasks. They
also introduced a novel uncertainty quantification metric. Their ex-
perimental results showed considerable enhancements in uncertainty
estimation and prediction accuracy compared to prior approaches.

Uncertainty measures are crucial estimating tools in the machine
learning domain that can evaluate the similarity and dependence be-
tween two feature subsets and can be utilized to verify the importance
of features in clustering and classification algorithms. There are few
uncertainty measurement tools that estimate a feature subset, includ-
ing rough entropy, information entropy, roughness, and accuracy, in
classical rough sets. These measures are not appropriate for real-valued
datasets and are relevant to discrete-valued information systems. Chen
et al. [203] proposed the neighborhood rough set model. In their
approach, each object is related to a neighborhood subset, dubbed a
neighborhood granule. Different uncertainty measures for neighbor-
hood granules were introduced: information granularity, neighborhood
entropy, information quantity, and neighborhood accuracy. Further-
more, they confirmed that these measures of uncertainty ensure mono-
tonicity, invariance and non-negativity. In neighborhood systems, their
experimental results and theoretical analysis demonstrated that infor-
mation granularity, neighborhood entropy and information quantity
performed better than the neighborhood accuracy measure. On the
other hand, reliable and accurate machine learning systems depend
on techniques for reasoning under uncertainty. UQ is provided by a
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framework using Bayesian methods. However, Bayesian uncertainty
estimations are often imprecise because of the use of approximate
inference and model misspecification. Kuleshov et al. [204] devised a
simple method for calibrating any regression algorithm; it was guar-
anteed to provide calibrated uncertainty estimates that have enough
data when used on probabilistic and Bayesian models. They assessed
their technique on recurrent, feedforward NNs and Bayesian linear
regression, and they located the outputs of well-calibrated credible
intervals while enhancing the performance on model-based RL and time
series forecasting tasks.

Gradient-based optimization techniques have showed efficacy in
learning overparameterized and complex NNs from non-convex ob-
jectives. Nevertheless, generalization to DNNs, the induced training
dynamics, and the specific theoretical relationships between gradient-
based optimization methods are still unclear. Rudner et al. [205]
examined the training dynamics of overparameterized NNs under natu-
ral gradient descent. They demonstrated that the discrepancy between
functions obtained from nonlinearized and linearized natural gradient
descent is smaller than that of standard gradient descent. They showed
empirically that there was no need to formulate a limit argument about
the width of the neural network layers, as the discrepancy was small
for overparameterized neural networks. Finally, they demonstrated that
the discrepancy was small on a set of regression benchmark problems,
and their theoretical results were steady, with an empirical discrepancy
between the functions obtained from nonlinearized and linearized natu-
ral gradient descent. Patro et al. [206] devised gradient-based certainty
estimates with visual attention maps. They resolved visual question
answering tasks. The gradients for the estimates were enhanced by
incorporating probabilistic deep learning techniques. There are two key
advantages to this method: 1. the enhancement in obtaining the cer-
tainty estimates correlated better with misclassified samples, and 2. the
SOTA results obtained by improving the attention maps correlated with
human attention regions. The enhanced attention maps consistently
improved different techniques for visual question answering. Improved
certainty estimates and explanations of deep learning techniques could
be achieved through the presented method. They provided empirical
results on all benchmarks for the visual question answering task and
compared them with those of standard techniques.

BNNs have been used as a solution for NN predictions, but it is still
an open challenge to specify their priors. An independent normal prior
in the weight space leads to weak constraints on the function posterior,
which permit it to generalize in unanticipated ways on inputs outside of
the training distribution. Hafner et al. [16] presented noise contrastive
priors (NCPs) to estimate consistent uncertainty. The prime goal was
to train the model for data points outside of the training distribution
to output an elevated uncertainty. The NCPs relied on input priors that
included noise in the inputs of the current mini-batch and an output
prior that was an extensive distribution set for these inputs. The NCPs
restricted overfitting outside of the training distribution and produced
convenient uncertainty estimates for AL. BNNs with latent variables
are flexible and scalable probabilistic models. They can record complex
noise patterns in the data by using latent variables, and uncertainty is
accounted for by network weights. Depeweg et al. [207] exhibited de-
composition and divided uncertainty into aleatoric and epistemic types
for decision support systems. This enabled them to detect informative
points for AL of functions with bimodal and heteroscedastic noise. They
further described a new risk-sensitive condition to recognize policies for
RL that balanced noise aversion, model bias and the expected cost by
applying decomposition.

Uncertainty modeling in DNNs is an open problem despite advance-
ments in the area. BNNs, where the prior over the network weights is
a design choice, are a powerful solution. Frequently, a normal or other
distribution supports sparsity. The prior is agnostic to the generative
process of the input data. This may lead to unwarranted generalization

for out-of-distribution tested data. Rohekar et al. [208] suggested a
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Fig. 18. A causal view demonstrating the main assumptions made by Rohekar
et al. [208].
Source: This figure is reproduced based on the reference.

onfounder for the relation between the discriminative function and
he input data given the target label. They proposed modeling the con-
ounder by sharing neural connectivity patterns between discriminative
nd generative networks. Hence, a novel deep architecture was framed,
here networks were coupled into a compact hierarchy and sampled

rom the posterior of local causal structures (see Fig. 18).
They showed that sampling networks from the hierarchy, an effi-

ient technique, was proportional to their posteriors and that different
ypes of uncertainties could be estimated. It is a challenging job to
earn unbiased models from imbalanced datasets. The generalization
f learned boundaries to novel test examples is hindered by concen-
rated representation in the classification space for rare classes. Khan
t al. [209] showed that the difficulty level of individual samples and
he rarity of classes had direct correlations with Bayesian uncertainty
stimates. They presented a new approach for uncertainty-based class
mbalance learning that exploited two insights: 1. In rare (uncertain)
lasses, the classification boundaries should be broadened to avoid
verfitting and improve its generalization; and 2. a sample’s uncertainty
s defined by a multivariate Gaussian distribution with a covariance
atrix and a mean vector that models each sample. Individual samples

nd their distributions in the feature space should be addressed with the
earned boundaries. Class and sample uncertainty information was used
o obtain generalizable classification techniques and robust features.
hey formulated a loss function for max-margin learning based on
Bayesian uncertainty measure. Their technique exhibited key per-

ormance enhancements on six benchmark databases for skin lesion
etection, digit and object classification, attribute prediction and face
erification.

NNs do not measure uncertainty meaningfully, as they tend to be
verconfident on incorrectly labeled, noisy or unseen data. Variational
pproximations such as multiplicative normalizing flows and BBB are
tilized by BDL to overcome this limitation. However, current meth-
ds have shortcomings regarding scalability and flexibility. Pawlowski
t al. [210] proposed the novel technique of variational approximation,
ermed Bayes by hypernet (BbH), which deduced hypernetworks as
mplicit distributions. It naturally scaled to deep learning architectures
nd utilized neural networks to model arbitrarily complex distribu-
ions. Their method was robust against adversarial attacks and yielded
ompetitive accuracies. On the other hand, although a significant in-
rease in prediction accuracy resulted for deep learning models, it
as accompanied by an increase in the cost of rendering predictions.
ang et al. [211] speculated that for many real-world inputs, deep

earning models created recently tend to ‘‘overthink’’ on simple inputs.
hey proposed the I Do not Know (IDK) prediction cascade approach
o create a set of pretrained models systematically without a loss in
rediction accuracy to speed up inference. They introduced two search-
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ased techniques for producing a new cost-aware objective as well
as cascades. Their IDK cascade approach can be adopted in a model
without further model retraining. They tested its efficacy on a variety
of benchmarks.

Yang et al. [212] proposed a deep learning approach for propagat-
ing and quantifying uncertainty in models inspired by the nonlinear
differential equations utilized by physics-informed neural networks.
Probabilistic representations for the system states were produced by
latent variable models, while physical laws described by partial dif-
ferential equations were satisfied by constraining their predictions.
An adversarial inference method for training them on data was also
proposed. A regularization approach for efficiently training deep gen-
erative models was provided by such physics-informed constraints.
Surrogates of physical models were given, in which there was usually
little training of datasets and the cost of data acquisition was high.
The outputs of physical systems were characterized by the framework
due to noise in their observations or randomness in their inputs, which
bypassed the need for sampling costly experiments or numerical simula-
tors. They proved the efficacy of their method via a series of examples
that demonstrated uncertainty propagation in nonlinear conservation
laws and the detection of constitutive laws. For autonomous driving,
3D scene flow estimation techniques generate 3D motion for a scene
and 3D geometry. Brickwedde et al. [213] devised a new monocular
3D scene flow estimation technique, dubbed Mono-SF, that assessed
both the motion of a scene and the 3D structure by integrating single-
view depth information and multiview geometry. A CNN algorithm
termed ProbDepthNet was devised for combining single-view depth in
a statistical manner. The new recalibration technique of ProbDepthNet
was presented for regression problems to guarantee well-calibrated
distributions. The ProbDepthNet design and Mono-SF method proved
their efficacy in comparison to the SOTA approaches.

Mixup is a DNN training technique in which extra samples are pro-
duced during training by convexly integrating random pairs of images
and their labels. The method has demonstrated its effectiveness in im-
proving image classification performance. Thulasidasan et al. [214] in-
vestigated the predictive uncertainty and calibration of models trained
with mixup. They revealed that DNNs trained with mixup were no-
tably better calibrated than those trained by typical techniques. They
tested their technique in large datasets and observed that it was less
likely to yield overconfident predictions using random noise and OoD
data. Label smoothing in mixup-trained DNNs played a crucial role in
enhancing calibration. They concluded that training with hard labels
caused overconfidence in neural networks. The transparency, fairness
and reliability of the methods can be improved by explaining black-
box machine learning models. Model robustness and user trust raised
concerns, as the explanations of these models exhibited considerable
uncertainty. Zhang et al. [215] illustrated three sources of uncertainty,
viz., variation in the explained model credibility, variation with sam-
pling proximity and randomness in the sampling procedure across
different data points, by concentrating on a specific local explana-
tion technique called local interpretable model-agnostic explanations
(LIME). Even black-box models with high accuracy yielded uncertainty.
They tested uncertainty with the LIME technique on two publicly
available datasets and synthetic data.

For even small adversarial perturbations, the employment of DNNs
in safety-critical environments is rigorously restricted. Sheikholeslami
et al. [216] devised a randomized approach to identify such per-
turbations that dealt with minimum uncertainty metrics by sampling
from the hidden layers during the DNN inference period. Adversarial
corrupted inputs were identified by the sampling probabilities. Any
pretrained DNN, with no additional training, could be exploited by
a new detector of adversaries. The output uncertainty of the DNN,
from the perspectives of the BNNs, could be quantified by choosing
the units to sample per hidden layer, where layerwise components

denoted the overall uncertainty. Low-complexity approximate solvers
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were obtained by simplifying the objective function. These approxima-
tions associated SOTA randomized adversarial detectors with the new
approach in addition to delivering meaningful insights. Moreover, the
consistency loss between various predictions under random perturba-
tions is the basis of an effective strategy in semisupervised learning.
In a successful student model, the teachers’ pseudo-labels must have
good quality; otherwise, the learning process will suffer. However, the
prevailing models do not evaluate the quality of the teachers’ pseudo-
labels. Li et al. [217] presented a new certainty-driven consistency
loss (CCL) that employed the predictive uncertainty information in
the consistency loss to teach students from reliable targets dynami-
cally. They devised two strategies, i.e., temperature CCL and filtering
CCL, to either pay less attention to the uncertain data or filter out
uncertain predictions in the consistency regularization. They termed
it FT-CCL by integrating the two strategies to enhance the consistency
learning approach. FT-CCL demonstrated robustness to noisy labels and
enhancement on a semisupervised learning task. They presented a new
mutual learning technique in which one student was detached from
its teacher and gained additional knowledge with another student’s
teacher.

Englesson et al. [218] introduced a modified knowledge distilla-
tion method to achieve computationally competent uncertainty esti-
mates with deep networks. They tried to obtain competitive uncertainty
estimates for both out-of- and in-distribution samples. Their major
contributions were as follows: 1. adapting and demonstrating the reg-
ularization effect of distillation, 2. presenting a new target teacher
distribution, 3. enhancing OoD uncertainty estimates by a simple aug-
mentation method, and 4. executing a broad set of experiments to shed
light on the distillation method. On the other hand, well-calibrated
uncertainty and accurate fully predictive distributions are provided by
Bayesian inference. The high dimensionality of the parameter space
limits the scaling of Bayesian inference methods to DNNs. Izmailov
et al. [28] designed low-dimensional subspaces of parameter space
that comprised diverse sets of high-performing approaches. They ap-
plied VI and elliptical slice sampling in the subspaces. Their method
yielded well-calibrated predictive uncertainty and accurate predictions
for both image classification and regression by exploiting Bayesian
model averaging over the induced posterior in the subspaces.

Csáji et al. [219] introduced a data-driven strategy for uncertainty
quantification of models based on kernel techniques. This method
needed a few mild regularities in the computation of noise instead of
distributional assumptions such as dealing with exponential families or
GPs. The uncertainty of the model could be estimated by perturbing
the residuals in the gradient of the objective function. They devised an
algorithm to make the model distribution-free and non-asymptotically
guaranteed and to provide exact confidence regions for the noise-free
and ideal depiction of the functions that they estimated. Regarding
symmetric noise and the usual convex quadratic problems, the regions
were star convex centered on a specified small estimate, and ellipsoidal
outer approximations were also efficiently executed. On the other
hand, the uncertainty estimates could be measured during the pre-
training process. Hendrycks et al. [220] demonstrated that pretraining
enhanced the uncertainty estimates and model robustness, although it
might not improve the classification metrics. They showed the key gains
from pretraining by performing empirical experiments on confidence
calibration, OoD detection, class imbalance, label corruption and ad-
versarial examples. Their adversarial pretraining method demonstrated
approximately 10% enhancement over existing methods in adversarial
robustness. Pretraining without task-specific techniques highlighted
the need for pretraining and surpassed the SOTA performance when
examining future techniques for uncertainty and robustness.

Trustworthy confidence estimates are required from predictive mod-
els in high-risk domains. Rigid variational distributions utilized for
tractable inference that err on the side of overconfidence suffer from
259

deep latent variable models. Veeling et al. [221] devised stochastic
quantized activation distributions (SQUAD), which executes a tractable
yet flexible distribution over discretized latent variables. The pre-
sented technique is sample efficient, self-normalizing and scalable.
Their method yielded predictive uncertainty of high quality, learned
interesting nonlinearities, and fully used the flexible distribution. Mul-
titask learning (MTL) is another domain in which the impact of the
importance of uncertainty methods can be considered. For example,
MTL demonstrated its efficacy for MR-only radiotherapy planning, as
it can jointly automate the contour of organs at risk – a segmentation
task – and simulate a synthetic CT (synCT) scan – a regression task
– from MRI scans. Bragman et al. [222] suggested utilizing a prob-
abilistic deep learning technique to estimate parameter and intrinsic
uncertainty. Parameter uncertainty was estimated through approximate
Bayesian inference, while intrinsic uncertainty was modeled using a
heteroscedastic noise technique. This led to an approach for uncertainty
measurement overprediction of the tasks and the data-driven adapta-
tion of task losses on a voxelwise basis. This method demonstrated
competitive performance in the segmentation and regression of prostate
cancer scans.

As a matter of fact, Gaussian Processes (GP) [223] is a powerful
technique used for quantifying uncertainty. However, it is a complex
task to form a Gaussian approximation to a posterior distribution
even in the context of uncertainty estimation in huge deep learning
models. In such scenarios, the prevailing techniques generally lead to a
diagonal approximation of the covariance matrix in spite of executing
low-uncertainty estimates with these matrices. Mishkin et al. [224]
designed a novel stochastic, low-rank, approximate natural gradient
(SLANG) technique for VI in huge deep models to address this issue.
Their technique computed a ‘‘diagonal plus low-rank’’ structure based
on the backpropagated gradients of the network log-likelihood. Their
findings indicate that the proposed technique shapes the Gaussian
approximation to the posterior distribution. In fact, the safety of AI
systems can be enhanced by estimating the uncertainty in predictions.
Such uncertainties arise due to a distributional mismatch between the
training and test data distributions, irreducible data uncertainty and un-
certainty in the model parameters. Malinin et al. [225] devised a novel
framework for predictive uncertainty dubbed prior networks (PNs),
which model distributional uncertainty explicitly. This was achieved by
parameterizing a prior distribution over predictive distributions. Their
work aimed at determining uncertainty in classification and scrutinized
PNs on the tasks of recognizing OoD samples and identifying misclassi-
fications on the CIFAR-10 and MNIST datasets. The empirical results
indicated that PNs, unlike non-Bayesian methods, could successfully
discriminate between distributional and data uncertainty.

It has been observed in recent research findings that CNN models
for image classification show overlapping adversarial vulnerabilities.
Adversarial training eradicates the vulnerability in a single model by
forcing it to learn robust features. This process is rigid and suffers
from substantial loss on clean data accuracy. Alternatively, ensemble
techniques have been presented to induce submodels with diverse
outputs against a transfer adversarial example. Only a minor clean
accuracy drop is perceived in this process. However, earlier ensemble
training techniques are not efficient in inducing such diversity and
are thus unproductive in reaching robust ensembles. Yang et al. [226]
devised DVERGE, which segregated the adversarial vulnerability of
each submodel by distilling non-robust features and diversified the
adversarial vulnerability to induce diverse outputs against a transfer
attack. The new diversity metric and training procedure permitted
DVERGE to yield higher robustness against transfer attacks. Moreover,
epistemic uncertainty is the part of out-of-sample prediction error
that is due to the absence of knowledge of the learner. Earlier works
focused on model variance, whereas Jain et al. [227] introduced a
principled approach for estimating epistemic uncertainty by learning to
predict the generalization error and subtracting an estimate of aleatoric

uncertainty, i.e., intrinsic unpredictability. The estimator of epistemic
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uncertainty included the effect of model bias and could be utilized
in nonstationary learning environments arising in reinforcement learn-
ing or active learning. In addition to showcasing these properties
of direct epistemic uncertainty prediction (DEUP), they showed its
benefits against prevailing techniques for uncertainty estimation on
downstream tasks, including reinforcement learning and sequential
model optimization.

A few more studies have studied the importance of UQ methods
in different research domains. For example, Daxberger et al. [228]
presented inference performed over only a small subset of the model
parameters while keeping all others as point estimates. This enabled the
utilization of expressive posterior approximations that were intractable
in the full model. They devised, in particular, a scalable and practical
Bayesian deep learning technique that trained a point estimate and
then inferred a full covariance Gaussian posterior approximation over
a subnetwork. It should be noted that restrictive approximations are
needed for scaling Bayesian inference to the large parameter spaces
of DNNs. Additionally, graph NNs (GNNs) do not usually consider the
various types of uncertainties associated with class probabilities to
mitigate risk that increases misclassification under uncertainty in real
life. Zhao et al. [229] presented a subjective Bayesian deep learning
approach dealing with different types of uncertainties for classifica-
tion predictions by leveraging the learning and powerful modeling
capabilities of GNNs. They considered the predictions of a subjective
Bayesian GNN (S-BGNN) to be the nodes’ multinomial subjective opin-
ions in a graph based on Dirichlet distributions, where each belief
mass was a belief probability of a class. By gathering evidence from
the given labels of training nodes, the S-BGNN model was devised
for predicting the probabilities of each class and discovering out-of-
distribution data. Finally, neural processes (NPs) established variational
approximate models for stochastic processes with promising properties
in UQ and computational efficiency. These processes utilized neural
networks with latent variable inputs to induce predictive distributions.
Although target-specific local variation may sometimes be vital, the
expressiveness of vanilla NPs is inadequate, as they apply only a global
latent variable. To address this issue, Wang et al. [230] exploited NPs
systematically and proposed a novel variant of NP modeling that they
dubbed the doubly stochastic variational neural process (DSVNP). Their
model integrated the local latent variables and global latent variable for
prediction.

Investigation of uncertainty in non-Bayesian NN models is another
important research topic. For this reason, Amini et al. [231] presented
a technique for training non-Bayesian neural networks to compute
a continuous target as well as its associated evidence to learn both
the epistemic and aleatoric uncertainty. They achieved this by plac-
ing evidential priors over the original Gaussian likelihood function
and training the neural networks to infer the hyperparameters of the
evidential distribution. Their method accomplished scalable and effi-
cient uncertainty learning, as their method did not depend on OoD
examples or sampling during inference for training. Moreover, the
error prediction methods using auxiliary regression models have also
been used for error prediction in the literature. Predicting the er-
rors that may occur and the reliably evaluating model confidence in
deep learning are vital elements of demonstrating safety for model
deployment. Tsiligkaridis [232] first showcased that uncertainty-aware
deep Dirichlet neural networks delivered enhanced separation between
the confidence of incorrect and correct predictions in the true class
probability (TCP) metric. Second, as the true class was not known at the
test time, a novel criterion was introduced for learning the true class
probability by matching the prediction confidence scores while taking
TCP and imbalance constraints into account for obtaining correct pre-
dictions and failures. In another study, Corbiere et al. [233] expressed
that the confidence of DDNs and the prediction of their failures are
of key importance for the practical application of these methods. In
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this regard, the authors showed that the TCP (𝑇 𝑟𝑢𝑒𝐶𝑙𝑎𝑠𝑠 𝑃 𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦)
Fig. 19. A schematic view of the TCP model.
Source: Reproduced based on [233].

is more suitable than the MCP (𝑀𝑎𝑥𝑖𝑚𝑢𝑚𝐶𝑙𝑎𝑠𝑠 𝑃 𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦) for failure
prediction in deep learning. For instance, in their model: R𝑑 ×  → R,
and:

(x, 𝑦∗) → 𝑃 (𝑌 = 𝑦∗|𝑤, x), (36)

where x𝑖 ∈ R𝑑 represents a 𝑑-dimensional feature and 𝑦∗𝑖 ∈  =
{1,… , 𝐾} is its correct class. Then, they introduced a new normalized
type of TCP confidence criterion, which is as follows:

𝑇𝐶𝑃 𝑟(x, 𝑦∗) = 𝑃 (𝑌 = 𝑦∗|𝑤, x)
𝑃 (𝑌 = �̂�|𝑤, x) . (37)

A general view of the model proposed in [233] is illustrated in
Fig. 19.

More information on further UQ methods can be found in Tables
B.3 and B.4 in the Appendix.

5.1. Deep Gaussian processes

Deep Gaussian processes (DGPs) [234–240] are effective multilayer
decision making models that can accurately model uncertainty. They
represent a multilayer hierarchy of Gaussian processes (GPs) [241,242].
A GP is a nonparametric type of Bayesian model that encodes the
similarity between samples using a kernel function. It represents dis-
tributions over the latent variables with respect to the input samples
as a Gaussian distribution 𝑓𝑥 ∼ (𝑚(𝑥), 𝑘(𝑥, 𝑥′)). Then, the output 𝑦 is
distributed based on a likelihood function 𝑦|𝑓𝑥 ∼ ℎ(𝑓𝑥). However, con-
ventional GPs cannot effectively scale to large datasets. To address this
issue, inducing samples can be used. As such, the following variational
lower bound can be optimized:

log 𝑝(𝑌 ) ≥
∑

𝑦,𝑥∈𝑌 ,𝑋
E𝑞(𝑓𝑥)[log 𝑝(𝑦|𝑓𝑥)] − KL(𝑞(𝑓𝑍 ) ∥ 𝑝(𝑓𝑍 )), (38)

where 𝑍 and 𝑞(𝑓𝑥) are the location of the inducing samples and
the approximated variation with respect to the distribution of 𝑓𝑥,
respectively.

Oh et al. [244] proposed hedged instance embedding (HIB), which
hedges the position of each sample in the embedding space, to model
the uncertainty when the input sample is ambiguous. As such, the prob-
ability of two samples matching was extended to stochastic embedding,
and MC sampling was used to approximate it. Specifically, a mixture of
𝐶 Gaussians was used to represent the uncertainty. Havasi et al. [245]
applied SGHMC into DGPs to approximate the posterior distribution.
They introduced moving window MC expectation maximization to
obtain the maximum likelihood to deal with the problem of optimizing
a large number of parameters in DGPs. Maddox et al. [246] used
stochastic weight averaging (SWA) [247] to build a Gaussian-based
model to approximate the true posterior. Later, they proposed SWA-
G [248], SWA-Gaussian, to model Bayesian averaging and estimate
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Fig. 20. A general Gaussian-based DNN model proposed by Bradshaw et al. [243].
Source: Reproduced based on the given reference.
uncertainty. Most weight perturbation-based algorithms suffer from the
high variance of gradient estimation due to sharing the same pertur-
bations among all samples in a mini-batch. To alleviate this problem,
flipout [249] was proposed. Flipout samples the pseudo-independent
weight perturbations for each input to decorrelate the gradient within
a mini-batch. It is able to reduce the variance and computational time
in training NNs with multiplicative Gaussian perturbations. Despite the
success of DNNs in dealing with complex and high-dimensional image
data, they are not robust to adversarial examples [250]. Bradshaw
et al. [243] proposed a hybrid model of GP and DNNs (GPDNNs) to
deal with the uncertainty caused by adversarial examples (see Fig. 20).

Choi et al. [251] proposed a Gaussian-based model to predict the
localization uncertainty in YOLOv3 [252]. To this end, they applied a
single Gaussian model to the bbox coordinates of the detection layer.
Specifically, the coordinates of each bbox were modeled as the mean
(𝜇) and variance (∑) to predict the uncertainty of the bbox. Khan
et al. [253] proposed a natural gradient-based algorithm for Gaussian
mean-field VI. A Gaussian distribution with diagonal covariances was
used to estimate the probability. The proposed algorithm was imple-
mented by the Adam optimizer. To achieve this, the network weights
were perturbed during gradient evaluation. In addition, they used a
vector to adapt the learning rate to estimate uncertainty.

Sun et al. [254] considered the structural information of the model
weights. They used the matrix variate Gaussian (MVG) [255] distri-
bution to model structured correlations in the weights of DNNs and
introduced a reparametrization for the MVG posterior to make pos-
terior inference feasible. The resulting MVG model was applied to a
probabilistic BP framework to estimate the posterior inference. Louizos
and Welling [256] used an MVG distribution to estimate the weight
posterior uncertainty. They treated the weight matrix as a whole rather
than treating each component of the weight matrix independently.
As mentioned earlier, GPs have been widely used for UQ in deep
learning methods. Van der Wilk et al. [257], Blomqvist et al. [258],
Tran et al. [259], Dutordoir et al. [260] and Shi et al. [261] introduced
convolutional structure into GP.

In another work, Atanov et al. [262] introduced a probabilistic
model and showed that the batch normalization (BN) approach can
maximize the lower bound of its related marginalized log-likelihood.
Since inference was computationally inefficient, they proposed stochas-
tic BN (SBN) for approximating the appropriate inference procedure as
an uncertainty estimation method. Moreover, induced noise is generally
employed to capture uncertainty, determine overfitting and slightly im-
prove performance via test-time averaging, whereas ordinary stochas-
tic neural networks typically depend on the expected values of their
weights to formulate predictions. Neklyudov et al. [263] proposed a
different kind of stochastic layer called a variance layer. It is param-
eterized by its variance, and each weight of a variance layer obeys a
261
Fig. 21. A schematic view of SVM-GSU.
Source: Reproduced based on [264].

zero-mean distribution. This implies that each object is denoted by a
zero-mean distribution in the space of the activations. They demon-
strated that these layers present a strong defense against adversarial
attacks and could serve as a crucial exploration tool in reinforcement
learning tasks.

5.2. Uncertainty quantification in the traditional machine learning domain
using ensemble techniques

It is worth noting that UQ in traditional machine learning algo-
rithms has been studied extensively using different ensemble tech-
niques and a few more UQ methods (e.g., please see [264]) or other
UQ methods in classification problems [265] in the literature. However,
due to page limitations, we only summarize some of the ensemble
techniques (as UQ methods) used in the traditional machine learn-
ing domain. For example, Tzelepis et al. [264] proposed a maximum
margin classifier to deal with uncertainty in input data. The proposed
model was applied to classification tasks using the support vector ma-
chine (SVM) algorithm with multidimensional Gaussian distributions.
The proposed model, named SVM with Gaussian sample uncertainty
(SVM-GSU), is illustrated in Fig. 21:

In another work, Pereira et al. [266] examined various techniques
for transforming classifiers into uncertainty methods whereby predic-
tions are harmonized with probability estimates through their uncer-
tainty. They applied various uncertainty methods: Venn-ABERS pre-
dictors, conformal predictors, Platt scaling and isotonic regression.
Partalas et al. [267] presented a novel measure called uncertainty-
weighted accuracy (UWA) for ensemble pruning through directed hill
climbing that addressed the uncertainty of the current ensemble deci-
sion. The experimental results demonstrated that the new measure for
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pruning a heterogeneous ensemble had significantly enhanced accuracy
compared to that of baseline methods and other SOTA measures. Peter-
son et al. [268] exploited different types of errors that might creep into
atomistic machine learning and addressed how uncertainty analysis
validated machine learning predictions. They applied a bootstrap en-
semble of neural network-based calculators and showed that the width
of the ensemble can represent an approximation of the uncertainty.

6. Applications

In this section, we discuss a few of the most important applications
of different UQ techniques used in machine and deep learning methods.
In this regard, we first summarize the application of UQ techniques
in image processing and computer vision followed by medical image
analysis. Then, we show how UQ techniques have been applied to NLP,
and some additional (further) applications.

6.1. Image processing and computer vision

Currently, deep learning algorithms are being widely used to map
high-dimensional data to output arrays; however, these mappings can
be inaccurate in many cases, such as when two African Americans were
incorrectly identified as gorillas in an image classification system [269],
which led to racial discrimination [270]. Therefore, it is important
to take uncertainty into account when predictions are made by deep
learning-based computer vision algorithms. A number of studies have
addressed uncertainty in deep learning algorithms for various appli-
cations during the years 2016 to 2020, including but not limited to
image/video retrieval [271,272], depth estimation [273,274], object
detection [275–277], semantic segmentation and scene understand-
ing [9,278–281], optical flow estimation and motion prediction [282–
284], human pose estimation and pedestrian localization [285–287],
person reidentification and face recognition [288–290], camera relo-
calization [291], and avoiding adversarial attacks [292,293].

In fact, most research studies in deep learning applications con-
centrate on prediction accuracy. Unlike these studies, untangling the
complexity of various DNNs and addressing uncertainty for a variety of
computer vision tasks has attracted significant interest [294]. There has
still been a good record in using BNNs and MC dropout for uncertainty
estimation in deep learning architectures. Nine studies have reported
MC dropout as the most effective UQ technique [9,48,270,282,284,
286,291,293,295], which is applicable to various deep learning archi-
tectures. Kendall et al. showed that the uncertainty of their Bayesian
convolutional neural network model came from the appearance and
pose dissimilarity of images to the training set and could be used
to estimate the model’s relocalization uncertainty, which improved
localization accuracy on a large outdoor dataset [291]. The same au-
thors developed a measure of model uncertainty by MC sampling with
dropout and enhanced the semantic segmentation performance com-
pared to that of the SOTA methods in 2016 [48]. Eldesokey et al. [296]
proposed a UA model for CNNs and tested it on the KITTI dataset.
The proposed model identified the disturbed measurements of the input
data after learning an input confidence estimator by a self-supervised
procedure using normalized CNNs (NCNNs).

Indeed, epistemic uncertainty estimation is a challenging prob-
lem, and while several scalable techniques have appeared lately, no
widespread assessment has been carried out in a real-world setting.
Gustafsson et al. [297] devised a comprehensive assessment frame-
work for scalable epistemic uncertainty estimation techniques in deep
learning. Their framework tested for the robustness needed in real-
world computer vision applications. They also utilized their framework
to conclusively and extensively compare two scalable techniques: MC
dropout and ensembling. Postels et al. [281] proposed a sampling-free
method for estimating the epistemic uncertainty of a neural network.
Epistemic uncertainty is crucial in safety-critical applications, since
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it denotes the reliability of predictions using new data. Their prime
contribution was the approximation of the epistemic uncertainty esti-
mated by these techniques, which did not necessitate sampling, thus
remarkably reducing the computational overhead. They used their
method in volumetric visual tasks to showcase the advantages of their
techniques in terms of computational overhead as well as uncertainty
estimates.

Cai et al. [298] worked on the hand segmentation generalization
issue without using segmentation labels in the target domain. They de-
signed a Bayesian CNN-based model adaptation approach for hand seg-
mentation, which devised and considered two vital factors: 1) general
information about hand shapes shared across domains and 2) prediction
uncertainty when the model is used in a new domain. Accordingly, they
introduced an iterative self-training strategy for hand segmentation
in a novel domain, which was directed by the model uncertainty
approximated by a Bayesian CNN. However, Bayesian techniques have
not been exploited extensively for 3D modalities such as the point
clouds often utilized for autonomous systems and robots. Bhandary
et al. [299] examined three uncertainty quantification techniques, viz.,
MC-DropConnect, MC dropout and DE, on the DarkNet21Seg 3D seman-
tic segmentation model and analyzed the impact of different parameters
such as drop probability values on task performance, the number of
models in ensembles and forward passes and the uncertainty estimate
quality. They demonstrated that DEs generated better results than other
methods in terms of uncertainty metrics and performance.

Weakly supervised semantic segmentation using image-level labels
is accomplished by acquiring object response maps. However, the
prevailing techniques only depend on the classifier that can result in a
response map attending to discriminative object regions, as the network
does not require seeing the complete object in order to optimize the
classification loss. Chang et al. [300] introduced a principled and end-
to-end trainable approach to let the network pay attention to other
parts of the object while generating a more uniform and complete
response map. They specifically proposed a mixup data augmentation
strategy for the classification network and devised two uncertainty
regularization terms to better cooperate with the mixup scheme. More
information regarding different UQ methods applied in computer vision
and image processing tasks is given in Table C.5 in Appendix.

6.1.1. Uncertainty in semantic segmentation
Semantic segmentation is an important computer vision and image

processing task that assigns semantic labels from various predefined
classes by considering all pixels of any input image [301]. Indeed,
semantic segmentation techniques can generally be divided into two
main categories: (1) those that obtain accurate results with slow in-
ference, and (2) those that perform real-time inference by sacrificing
performance for speed [301]. Measuring and quantifying uncertainty
in semantic segmentation plays a significant role in having trustworthy
outcomes. Regarding this point, a broad range of UQ methods have
been used widely in semantic segmentation in the literature [278,
279,301,302]. To cover this important research domain, we briefly
summarize the more recent studies on semantic segmentation with the
application of UQ methods.

Deep learning has gained much attention for semantic segmen-
tation in particular, with BDL utilized to obtain uncertainty maps
from deep models when predicting semantic classes. A BDL method
requires new metrics to examine whether it produces better uncertainty
estimates than other methods. Mukhoti and Gal [9] introduced three
novel metrics to evaluate BDL models devised specifically for the task
of semantic segmentation. They modified DeepLab-v3+ and created
its Bayesian counterpart using concrete dropout and MC dropout as
inference techniques. They compared and tested these two inference
methods on the Cityscapes dataset using their proposed metrics. In
another study, DeVries and Taylor [59] estimated uncertainty to show-
case two significant outputs in deep learning-based segmentation. The
first one generated spatial uncertainty maps, from which a clinician

could observe why and where the system failed. The other quantified
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an image-level prediction of failure, which was helpful for separating
precise cases and removing them from automated pipelines.

Zheng and Yang [309] focused on the unsupervised domain adap-
tation of transferring knowledge from the source domain to the target
domain in the context of semantic segmentation. The pseudo-labels of
the target-domain data are usually predicted by a model trained on
the source domain. The generated labels comprise incorrect predictions
due to the discrepancy between the test domain and training domain.
To address this issue, the authors estimated the prediction uncertainty
during training to fix pseudo-label learning for unsupervised semantic
segmentation adaptation. The uncertainty of the prediction and the
semantic segmentation prediction were estimated from the input image.
On the other hand, many adversarial-based unsupervised domain adap-
tation (UDA) methods suffer from high-instability training and have to
carefully tune the optimization procedure. Some nonadversarial UDA
techniques exploit consistency regularization on the target predictions
of a student model and a teacher model under various perturbations,
where the teacher shares the same architecture as the student and is
updated by the exponential moving average of the student. However,
these models undergo negative transfer resulting from either an unrea-
sonable teacher model or an error-prone discriminator network. Zhou
et al. [310] presented an uncertainty-aware consistency regularization
technique for cross-domain semantic segmentation. More reliable and
meaningful knowledge from the teacher model could be transferred to
the student model by employing the latent uncertainty information of
the target samples.

The training of different deep learning-based image segmentation
models needs a considerable amount of manual annotations. To mit-
igate this problem, Ravanbakhsh et al. [311] introduced a technique
based on a conditional generative adversarial network (cGAN) that
approached segmentation in a human-in-the-loop manner with semisu-
pervised setup. More specifically, they applied a discriminator to detect
unreliable slices for which expert annotation was needed and utilized
the generator in the GAN to synthesize segmentations on unlabeled
data for which the model was confident. The reliability of predictions
is of greatest interest in the semantic segmentation of street scenes with
neural networks. On the other hand, the evaluation of NNs by means
of uncertainty is a typical measure to prevent safety problems. As
video streams are available in applications such as automated driving,
Maag et al. [312] proposed a time-dynamic framework to examine
uncertainties and evaluate the prediction quality of neural networks.
They tracked segments over time and collected aggregated metrics
for each segment, thus obtaining a series of metrics with which they
assessed the prediction quality. In Table 3, we summarize a few more
UQ methods used in semantic segmentation.

6.2. Medical applications

Automated analysis of medical images came into existence as soon
as it was possible to load and scan medical images into a com-
puter [313]. At the outset, from the 1970s to the 1990s, medical
image analysis was performed with the sequential application of low-
level pixel processing (region growing, edge and line detector filters)
and mathematical modeling (fitting lines, ellipses and circles) to build
compound rule-based systems that carried out particular tasks. This is
analogous to the expert systems with many if-then-else statements that
were popular in artificial intelligence in the same period. At the end
of the 1990s, supervised methods, where training samples are used to
develop a system, gradually became more popular in medical image
analysis. Examples include active shape models, atlases, the concept
of feature extraction and the use of statistical classifiers. This machine
learning approach is still very popular and forms the foundation for
various booming commercially available medical image analysis sys-
tems. Hence, there is a shift from systems that are devised entirely by
humans to systems that are trained by computers utilizing example
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data from which feature vectors are derived. Computer algorithms
establish the optimal decision boundary in a high-dimensional feature
space. Both the monetary and ethical costs of erroneous predictions
can be noteworthy in medicine, and the complexity of this issue
leads to progressively more complex models. Although DL methods
have achieved outstanding performance in medical image analysis,
most of them have not been employed in highly automated disease
monitoring systems due to the lack of reliability of the model [314]. For
example, Dusenberry et al. [315] studied the role of model uncertainty
strategies in the medical domain. They demonstrated that population-
level metrics, such as calibration error, log-likelihood, AUC-ROC and
AUC-PR, did not capture model uncertainty, and this was shown by
applying RNN ensembles and different BRNNs. They showed that RNNs
with only Bayesian embeddings could be a better way to address model
uncertainty than ensembles. They further demonstrated that RNNs with
only Bayesian embeddings yielded better results in model uncertainty
than ensembles.

Well-annotated medical data is extremely expensive for conduct-
ing medical image segmentation. However, unlabeled data are a very
appropriate solution that can be used in both semisupervised and
unsupervised learning domains. As discussed earlier, Xia et al. [316]
introduced the UMCT model as a semisupervised framework and tested
it on various medical image datasets. They extended the Dice loss for
uncertainty-weighted label fusion (ULF) as follows:
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According to the obtained results, the proposed UMCT method
outperformed the other applied methods on the same datasets. As a
result, it was concluded that having a proper uncertainty method can
assist in obtaining better medical image analysis performance.

Blood oxygen saturation (𝑠𝑂2) measurement by optical imaging
oximetry offers insight into local tissue metabolism and functions. Tra-
ditional methods for quantifying 𝑠𝑂2 suffer from uncertainties due to
variations in the experimental conditions, systemic spectral bias, light
spectral bias, tissue geometry and biological variability. Liu et al. [317]
devised deep spectral learning (DSL), a novel data-driven approach
to obtaining oximetry that was robust to experimental variation and
facilitated uncertainty quantification for each 𝑠𝑂2 prediction. The pre-
dictions calculated by DSL were highly adaptive to depth-dependent
backscattering spectra as well as to experimental variability. The DSL-
predicted 𝑠𝑂2 demonstrated notably lower mean-square errors than
the traditional least-squares fitting method. Inherent ambiguities cause
many real-world vision problems. It is difficult to access, for example,
which region contains cancerous tissue from a CT scan in clinical
applications. Kohl et al. [318] devised a generative segmentation model
based on the combination of a U-Net with a conditional VAE that is
capable of generating a large number of plausible hypotheses. They
exhibited it on a Cityscapes segmentation task and a lung abnormality
segmentation task approach to regenerate all the possible segmentation
variants as well as the frequency with which they outperformed the
existing methods.

In another work, Araújo et al. [319] proposed an uncertainty-aware
deep learning model (which was named DR|GRADUATE) for grading
diabetic retinopathy (DR) using eye fundus images. To this end, they
introduced a new Gaussian sampling technique on a multiple-instance
learning (MIL) framework and used the proposed system as a second-
opinion DR diagnostic system. UQ methods have also been used in the
prostate cancer domain. Karimi et al. [320] studied prostate cancer
using ultrasound images. In this regard, they proposed a robust and ac-
curate deep learning (CNN) segmentation model. Moreover, due to the
importance of uncertainty in medical image analysis, they computed
the uncertainty as follows:

𝑄 = 1 − �̄�2 − (1 − �̄�)2, (40)
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Table 3
Further information on some UQ methods used in semantic segmentation.

Study Year Data source Method UQ method Code

Postels et al. [281] 2019 Synthetic data and UCI regression
datasets

Bayesian SegNet OUR (our approximation)
√

Ge et al. [303] 2018 Pascal VOC 2007 and Pascal VOC 2012 CNN Pixel Labeling with Uncertainty ×

Blum et al. [304] 2019 FS Static, FS Web, and FS Lost & Found Learned Embedding Density NLL (minimizing the negative
loglikelihood)

×

Rottmann and Marius et al. [305] 2019 Cityscapes DeepLabv3+ MobilenetV2 Softmax outputs
√

Hochgeschwender et al. [299] 2020 DarkNet21Seg BNN DEs ×

Chang et al. [300] 2020 PASCAL VOC 2012 Mixup-CAM Uncertainty regularization ×

Hu et al. [306] 2020 ADE20K and Pascal-Context ResNet-50 Bayesian uncertainty estimation ×

Xie et al. [307] 2020 CamVid and Cityscapes DeepLabv3+ MobilenetV2 DEAL (Difficulty-awarE Active Learning) ×

Siddiqui et al. [308] 2020 SceneNet-RGBD, ScanNet, and
Matterport3D

ViewAL Viewpoint Entropy
√

where �̄� is the average of the applied probability maps. The results
confirmed that adding uncertainty resulted in having better prostate
cancer segmentation outcomes. As discussed above, the MC dropout
demonstrated impressive performance in quantifying uncertainty in
deep learning methods. Combalia et al. [321] applied MC dropout
in DNNs for UQ in dermoscopic (skin lesion) image classification.
Their results indicated that using different uncertainty metrics was an
appropriate solution in exploring difficult and OoD samples.

Cardiovascular disease detection by machine and deep learning is
another research topic for the application of UQ methods. 2D echocar-
diography is a widely used imaging modality for cardiovascular dis-
eases. Deep learning techniques have been widely used in 2D echocar-
diography for structural and functional assessment and automated view
classification. Most of the models do not estimate uncertainty in this
regard, which is crucial. Dahal et al. [322] compared three ensemble-
based uncertainty techniques utilizing four different metrics to achieve
insight into uncertainty modeling for left ventricular segmentation
from ultrasound (US) images. They further showed how uncertainty
estimation could be utilized to reject inferior-quality images and hence
enhance the segmentation results.

Registration is a basic task in medical image analysis that can be
used in numerous tasks including motion analysis, multimodal im-
age alignment, intra-operative tracking and image segmentation. Zhu
et al. [323] proposed a neural registration framework (NeurReg) with
hybrid loss of displacement fields and data similarity, which con-
siderably enhanced the existing SOTA methods of registration. They
simulated different transformations with a registration simulator that
created fixed-image and displacement field ground truth for training.
They devised three segmentation frameworks based on the proposed
registration framework: (1) MTL with atlas-based segmentation as an
intermediate feature, (2) joint learning of both registration and seg-
mentation tasks, and (3) atlas-based segmentation. Different probable
ailments can be detected by accurate and automatic segmentation of
anatomical structures in medical images. Bian et al. [324] introduced
an uncertainty-aware domain alignment approach to address the do-
main shift issue in the cross-domain unsupervised domain adaptation
(UDA) task. Domain shift is an issue related to the performance of
the segmentation of various deep neural networks, and segmentation
tasks may deteriorate several devices or modalities due to the notable
dissimilarity across domains. In this regard, they specifically devised an
uncertainty estimation and segmentation module (UESM) to attain the
uncertainty map estimation. Then, they proposed a new uncertainty-
aware cross entropy (UCE) loss to leverage the uncertainty information
to enhance the performance of segmentation on extremely uncertain
regions. The optimal target samples were selected through uncertainty
guidance by an uncertainty-aware self-training (UST) method to further
boost performance in the UDA task.
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Kohl et al. [325] devised a segmentation network with a condi-
tional variational autoencoder (cVAE), termed hierarchical probabilis-
tic U-Net, that applied a hierarchical latent space decomposition. They
demonstrated that their model formulation permitted reconstruction
and sampling of segments with high fidelity while providing the flex-
ibility to learn complex structured distributions across scales. Their
model automatically split an inductive bias that they estimated to
be useful in structured output prediction tasks beyond segmentation.
In another work, Yin et al. [326] stated that uncertainty related to
the fractional flow reserve (FFR) of coronary artery disease in a few
properties such as anatomical and physiological properties is common.
For this reason, they proposed a predictive probabilistic model for
FFR using the BO approach. The outcomes clearly acknowledge the
importance of dealing with uncertainty in the diagnosis of CAD. Li
et al. [327] exploited uncertainty calibration within an AL framework
for medical image segmentation. Uncertainty estimation is specifically
crucial in a data-driven AL setting, where the goal is to attain definite
accuracy with the least labeling effort. The model learns to choose
the most enlightening unlabeled samples for annotation derived from
its estimated uncertainty. Different acquisition strategies and uncer-
tainty estimation techniques were explored. They argued that choosing
regions to annotate instead of full images led to better-calibrated
models.

It should be noted that UQ methods have been broadly used for
medical image analysis. However, these methods have also been ap-
plied to analyze other types of medical data, including ECG [328],
electrooculogram (EOG) [329], and EEG [330] signals as well as med-
ical report information. Strodthoff et al. [328] investigated the perfor-
mance of different CNNs for the prediction of age and gender to signal
quality assessment considering uncertainty. In another study, Stoean
et al. [329] used MC dropout with the DL method to automatically de-
tect spinocerebellar ataxia type 2 in saccadic cases obtained from EOG
data. The results showed the effectiveness of MC dropout for quantify-
ing uncertainty. Moreover, Koulouri and Rimpiläinen [330] proposed
a model to quantify uncertainty using the Bayesian approximation
error for focal source imaging and simultaneous skull conductivity.
We provide further information about UQ methods applied in different
medical application tasks in Table C.6 in Appendix.

6.3. Natural language processing and text mining

In this part of the review, we briefly summarize some studies that
have been conducted on UQ in the domain of NLP. It should be noted
that we do not give the details of the methods due to page limitations.
For this reason, we strongly recommend the reader to refer to the main
sources if more information on the proposed UQ methods is needed.

NLP focuses on understanding, analyzing and generating languages that
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humans utilize naturally [331]. In recent years, significant and practical
real-world problems have been addressed, and large-scale systems have
also been deployed in this research domain. Novel machine and deep
learning approaches such as continuous space methods and DNNs have
inferred language patterns from huge real-world data and have made
accurate predictions about new data. One noteworthy challenge is to
describe a language in a form that can be effectively processed by a
learning system. NLP is an interdisciplinary field between linguistics
and artificial intelligence [332]. One of the most broadly studied areas
of NLP is text mining (TM), which collects vital information from free
(unstructured) text. In this way, new knowledge can be extracted from
a huge amount of text. However, the acquisition of reliable information
from text is not straightforward because of the human linguistic ability
to speak about nonexistent and unrealistic things or events. There
are some propositions whose truth values cannot be unambiguously
determined, as these propositions are uncertain, and they may be false
in some possible worlds but true in others.

Uncertainty is a significant linguistic occurrence that is pertinent in
many fields of language processing. In the most general case, it can
be termed a lack of information, as the reader or listener is uncertain
regarding a piece of information. Hence, uncertain propositions are
those whose reliability or truth value cannot be determined due to
a lack of information. Distinguishing between uncertain and factual
(i.e., true and false) propositions is of prime importance in both natural
language processing and linguistics applications. It is essential to recog-
nize linguistic cues of uncertainty since the target and source language
may differ in their frameworks of expressing uncertainty in machine
translation. In clinical document classification, medical reports can
be grouped depending on whether the patient probably suffers, does
not suffer or suffers from an ailment. There are several different NLP
applications that aim to investigate uncertainty in natural language
texts in a couple of domains (e.g., news or biomedical texts). Most
of these approaches use annotated databases for assessment. Various
uncertainty corpora, such as the CoNLL-2010 Shared Task, FactBank,
Genia and BioScope corpora, have been produced in recent years.
Comparison of these corpora is not possible because of the lack of
unified annotation principles. The prevailing uncertainty detectors are
difficult to apply across domains, and novel resource creation for each
domain is costly and time consuming. A high-dimensional hidden layer
and a large dictionary size make training the RNN language model
(RNN-LM) an ill-posed problem. Chien et al. [331] proposed a Bayesian
approach to regularize the RNN-LM and utilized it for continuous
speech recognition. The uncertainty of the estimated model parameters
that was represented by a Gaussian prior was compensated for by
penalizing the overly complicated RNN-LM. The Gaussian hyperpa-
rameter was estimated by maximizing the marginal likelihood, and
regularized parameters were computed with reference to a maximum
a posteriori criterion that was utilized to construct the regularized
model. A small set of salient outer products were selected to derive
the Bayesian RNN-LM (BRNN-LM) by developing a rapid approximation
to a Hessian matrix. Clinical named entity recognition (NER) is one
of the basic tasks for deriving clinical NLP systems. Domain experts
are required for annotating a large amount of samples to achieve
good performance with a machine learning (ML) system. This is an
expensive exercise. A sample selection technique called AL aims to
mitigate the annotation cost. Chen et al. [333] introduced and exam-
ined both novel and existing AL techniques for a clinical NER task
to recognize medical treatments, problems and laboratory tests from
clinical notes. They simulated AL experiments by applying different
novel and prevailing algorithms in three categories, including baseline
sampling, diversity-based, and uncertainty-based techniques. Based on
the number of sentences vs. the learning curves of the F-measure,
uncertainty sampling performed better than all its counterparts in
terms of the area under the learning curve (ALC). Most diversity-based
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techniques yielded better performance than random sampling in ALC.
In another work, Kong et al. [334] introduced a novel theoretical
perspective on data noising in RNN language models. They demon-
strated that variants of data noising were instances of Bayesian RNNs
with a particular variational distribution. They presented natural ex-
tensions of data noising under the variational framework and a more
principled method to apply during prediction by utilizing this insight.
They devised an elementwise variational smoothing technique and
variational smoothing with tied input and output embedding matrices.
Their model was empirically tested on two language modeling datasets
and exhibited superior performance to that of the prevailing data
noising techniques. Factuality is a major concern in many domains,
especially in social media, where informal texts are abundant. Exist-
ing methods in social media are dependent on lexical cues, where
phrases are either omitted from a sentence or are expressed in sub-
standard form. Han et al. [335] introduced ANFU, an attention-based
neural framework for uncertainty identification on social media texts.
ANFU incorporated a CNN to capture the most vital semantics and
attention-based long short-term memory (LSTM) networks to represent
the semantics of words. Experiments were performed on four bench-
mark datasets (2 English + 2 Chinese). Their proposed ANFU method
performed better than any SOTA techniques in terms of the F1 score
using four social media datasets. Zhang et al. [336] demonstrated that
a huge deep learning model could utilize dropout VI to predict price
movements from limit order books (LOBs), a data source with pricing
and trading movements. To increase profit by avoiding needless trades
and position sizing, uncertainty information extracted from posterior
predictive distributions could be applied. Their experimental results
showed that Bayesian techniques enhanced the predictive performance,
as stochastic regularizers and uncertainty information could be utilized
in trading. In another work, the authors of [337] designed a measure
of uncertainty for long sequences of discrete random variables related
to the words in the output sentence. This measure took account of
epistemic uncertainty, similar to the MI applied for single discrete
random variables such as in classification. Their uncertainty measures
addressed a major intractability in the raw application of prevailing
methods to long sentences. They utilized Europarl and WMT 13 for
German–English translation tasks to train a Transformer model with
dropout.

Machine translation is a popular topic in neural sequence-to-
sequence models. A lack of diversity is observed in the final trans-
lations, and performance degradation is reported with large beams.
The study [338] tried to uncover the extrinsic uncertainty caused by
noisy training data and related this to some of the concerns associated
with the inherent uncertainty of the task due to the existence of
numerous valid translations for a single source sentence. They proposed
metrics and tools to examine how uncertainty in the data was recorded
by the model distribution and the effects of searching techniques in
translation. They also presented tools for examining model calibration
and some limitations of the current models that could be addressed
by it. Accordingly, model calibration in classification was evaluated by
Vaicenavicius et al. [339].

The authors of [340] designed a module for rapid experimentation
with NN uncertainty and dubbed it Bayesian layers. NN libraries with
drop-in replacements for common layers were extended by it. These
layers recorded activations (‘‘stochastic output layers’’), pre-activation
units (dropout), uncertainty overweight (BNNs) or the function itself
(GP). They fused a 5-billion parameter ‘‘Bayesian Transformer’’ on
512 TPUv2 cores to determine uncertainty in a Bayesian dynamics
and machine translation model for model-oriented planning. Bayesian
layers could be utilized for probabilistic programming with stochastic
processes used in the Edward2 language. On the other hand, the
complexity of machine learning models poses uncontrolled risks, and
the lack of control and knowledge of the internals of each component
led to unavoidable effects, such as difficulty in auditability and a lack

of transparency. Mena et al. [341] presented a wrapper that, given



Information Fusion 76 (2021) 243–297M. Abdar et al.
a black-box model, augmented its output prediction with an assess-
ment of uncertainty. A decision rejection mechanism was employed
to decrease the uncertainty or risk. They advocated for a rejection
system based on the resulting uncertainty measure that discarded more
uncertain predictions and selected more confident predictions; this
improved the trustability of the system. They empirically showcased
their method in simulated sentiment analysis framework for different
domains.

Reliable UQ is a primary step toward devising accountable, trans-
parent, and explainable artificial intelligence systems, and BDL plays
a crucial role in such quantification. Xiao et al. [342] presented new
strategies for examining data uncertainties and the benefits of charac-
terizing models for NLP tasks. They utilized recurrent and CNN models
to experiment empirically on language modeling, named entity recog-
nition, and sentiment analysis to demonstrate that explicitly modeling
uncertainties not only improved model performance but is also essential
for computing output confidence levels in different NLP tasks. More
studies have been conducted on the impact of Bayesian methods in
improving the results of deep learning methods in NLP. The authors
of [124] investigated a variational Bayes scheme for RNNs. First,
they demonstrated that good-quality uncertainty estimates and superior
regularization could be adapted by using truncated backpropagation
with an additional computational cost during training and reducing
the number of parameters by 80%. Second, they illustrated that the
performance of Bayesian RNNs could be enhanced further by employing
a new kind of posterior approximation. The current batch statistics
could be sharpened by incorporating local gradient information into
the approximate posterior. This technique could be utilized broadly
in training BNNs. They empirically showed that Bayesian RNNs per-
formed better on an image captioning task and a language modeling
benchmark than traditional RNNs. The authors of [343] proposed an
intelligent framework to enhance en-route flight safety by trajectory
prediction, where a Bayesian approach was utilized for model predic-
tion uncertainty. Four steps were employed. In the first step, many raw
messages were processed with a distributed computing engine, Apache
Spark, to derive trajectory information efficiently. Two deep learning
models were then trained to predict the flight trajectory from different
perspectives. The deep learning models were blended together to cre-
ate multi-fidelity prediction in the third step. Then, the multi-fidelity
technique was expanded to multiple flights to examine safety based
on the vertical and horizontal separation distance between two flights.
The blended models showed promising results in en-route safety and
flight trajectory prediction. Instead, a unified, widespread approach is
needed that can be adapted to a particular need of each domain without
much effort, and language independence in the model would also be
preferable. Due to the large number of studies, we avoid explaining
them in details. However, we provide a table in the Appendix that
includes a summary of the most important UQ methods applied in the
NLP domain (Table C.7).

6.4. Further applications

In this section, we summarize more applications of various UQ
methods. This section aims to cover a few of the most important recent
studies.

As mentioned in previous sections, BDL deals with both epistemic
and aleatoric uncertainty in predictions and has been successful in
different domains such as climate change. Vandal et al. [344] devised a
discrete–continuous BDL technique with lognormal and Gaussian likeli-
hoods for uncertainty quantification. They presented a superresolution-
based DL model dubbed ‘‘DeepSD’’ for statistical downscaling (SD) in
climate that was utilized in predictions that followed a highly skewed
distribution. Their discrete–continuous models performed better than a
Gaussian distribution with respect to uncertainty calibration and pre-
dictive accuracy. In fact, traditional artificial neural networks (ANNs)
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lack the ability to model uncertainty and hence are not suitable for
long-term planning tasks. Long-term ANN estimations deviate from the
real behavior of the system due to approximation errors and process
noise. In another work, Nalisnick et al. [345] presented two structured
priors—automatic depth determination (ADD) and joint automatic rele-
vance determination (ARD)-ADD—to permit Bayesian reasoning about
a neural network’s depth. The implementation led to higher runtime
costs and little extra memory for BBB. Future work includes the use
of structured variational approximations, comparison with other VI
strategies and experiments on larger datasets.

New challenges arise in prevailing pixel-based prediction techniques
with the advancement of remote sensing imagery. Although deep
learning methods achieved a breakthrough in semantic segmentation
of high-resolution images, most methods yield predictions with poor
boundaries. Bischke et al. [346] proposed novel cascaded multitask loss
for preserving semantic segmentation boundaries in satellite imagery.
Their method outperformed the SOTA techniques by 8.3% without an
additional postprocessing step. However, in autonomous driving, object
detection plays a crucial role. Localizing objects and recognizing objects
perfectly is infeasible due to incomplete data and sensor noise. Hence,
the uncertainty associated with the predictions should be computed by
the detector. Meyer et al. [347] devised a method that enhanced the
learning of a probability distribution by taking into account potential
noise in the ground-truth labeled data. Their method enhanced not
only the object detection performance but also the accuracy of the
learned distribution. RNNs have been applied to forecast increasingly
complicated systems. Although the RNN literature is highly developed
and expansive, UQ is often not taken into account. If it is considered,
then the uncertainty is also usually quantified without the utilization
of a rigorous approach. McDermott et al. [348] proposed a Bayesian
RNN model for nonlinear spatiotemporal forecasting while quantifying
uncertainty in a more formal framework. The unique nature of non-
linear spatiotemporal data was accommodated by modifying the basic
RNN. They tested their model with two nonlinear spatiotemporal fore-
casting frameworks and a Lorenz simulation. On the other hand, RNN
language models (RNNLMs) have proven their superiority in several
different tasks including speech recognition. Learning the appropriate
representation of contexts for word prediction can be achieved through
the hidden layers of RNNLMs. Fixed hidden vectors and deterministic
model parameters in conventional RNNLMs have limitations in model-
ing uncertainty over hidden representations. Yu et al. [349] presented a
comparative study of hidden and parametric representation uncertainty
modeling techniques based on variational RNNLMs and Bayesian gates,
respectively, that was examined on gated recurrent unit (GRU) and
LSTM language models. Performance improvements were observed
over conventional RNNLMs with their model in terms of the word error
rate and perplexity.

Predictive accuracy in black-box turbulence models is enhanced
by tuning Reynolds-averaged Stokes (RANS) simulations and applying
machine learning algorithms. Geneva et al. [350] presented a new data-
driven approach to provide probabilistic bounds for fluid quantities
and enhanced RANS predictions. The anisotropic tensor component of
Reynolds stress was predicted by using an invariant BDNN. The Stein
variational gradient descent algorithm was applied to train the model.
Based on the proposed method, the associated probabilistic bounds
and prediction enhancement of the data-driven model were addressed.
Following the research for dealing with uncertainty, we came across
a study of Feng et al. [351] that proposed a novel extreme learning
machine (ELM) termed rough ELM (RELM). RELM utilized rough sets
to divide data into a lower approximation set and upper approximation
set, and these sets were used to train lower approximation neurons and
upper approximation neurons. RELM showed a comparable accuracy
and repeatability in most classification tasks. In another study, Walm-
sley et al. [352] applied a Bayesian CNN and a new generative model
of Galaxy Zoo volunteer responses to infer posteriors for the visual

morphology of galaxies. The probability of each possible label could
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be predicted by using a Bayesian CNN to learn from galaxy images
with uncertain labels. Their posteriors were reliable for practical use,
as they were well calibrated. They utilized a BALD AL strategy applying
their posteriors to request volunteer responses for a subset of galaxies.
They demonstrated that training their Bayesian CNNs utilizing AL,
they needed up to 35%–60% fewer labeled galaxies, instead relying on
morphological features.

The distribution of states at execution time may differ from the
distribution observed during training, and this makes learning a policy
utilizing only observational data a challenging task. Henaff et al. [353]
introduced the idea of training a policy by unrolling a learned model
of environment dynamics over multiple time steps while explicitly
penalizing on the basis of two costs: the original cost the policy sought
to optimize and an uncertainty cost that represented its divergence
from the states it was trained on. They examined their strategy utilizing
a huge observational dataset of driving behavior recorded from traffic
cameras. In drug discovery, as another application of UQ methods, it is
a challenge to predict the physical properties and bioactivity of small
molecules. Zhang et al. [354] used Bayesian semi-supervised graph
convolutional neural networks to achieve UQ and AL. Sampling from
a posterior distribution was applied in this Bayesian approach, which
estimates uncertainty in a statistically principled way. Semi-supervised
learning untangled regression and representation learning, allowing the
model to start AL from small training data and keeping uncertainty
estimates accurate with a low data limit. Their method highlighted the
promise of BDL in chemistry.

According to the literature, it is obvious that machine learning has
the potential to give valuable assistance in clinical decision making,
especially in the intensive care unit (ICU) of a hospital. Traditional
machine learning models do not take into account uncertainty in
predictions. Ruhe et al. [355] showed how predictive uncertainty and
Bayesian modeling could be utilized to recognize out-of-domain exam-
ples and reduce the risk of faulty predictions. They utilized BNNs to
predict the risk of mortality of ICU patients. Their empirical results
showed that uncertainty could be used to detect out-of-domain patients
and avoid probable errors. Many machine learning techniques need
human supervision to yield optimal performance. The quality of man-
ual annotations is essentially limited in methods such as DensePose.
Neverova et al. [356] addressed the issue by augmenting neural net-
work predictors with the ability to output a distribution over labels,
thus introspectively and explicitly capturing the aleatoric uncertainty
in the annotations. New SOTA accuracy on the benchmark could be
achieved by having a better understanding of uncertainty and hence
solving the original DensePose task more accurately. The uncertainty
estimates produced by multiple models could be used in fusing predic-
tions in a better way to ensemble models that could enhance accuracy
further.

As mentioned earlier, uncertainty estimates in RL tasks and large vi-
sion models can be obtained via dropout. A grid search over the dropout
probabilities is essential — this is impossible with RL and a prohibitive
operation with large models. Gal et al. [357] devised a novel dropout
variant that attained better performance and improved the calibrated
uncertainties. They used a continuous relaxation of dropout’s discrete
masks that was based on recent advancements in BDL. They analyzed
their variant on several tasks and provided insights into usual practice
in areas where larger dropout probabilities are often utilized in deeper
model layers.

Mobile robots for indoor use depend on 2D laser scanners for
navigation, localization and mapping. These sensors are unable to
measure the full occupancy of complex objects and cannot detect
transparent surfaces. These estimates are prone to uncertainty, mak-
ing the evaluation of confidence a significant issue for autonomous
navigation and mapping. Verdoja et al. [358] proposed a solution to
267

the problem using CNNs, as another application of UQ methods. They
demonstrated that uncertainty regarding obstacle distances was, how-
ever, better modeled with a Laplacian distribution. They created maps
based on DNN uncertainty models. Their algorithm was used to create
a map that included information on obstacle distance estimates while
taking account of the level of uncertainty in each estimate. Traditional
high-dimensional data reduction methods such as projection pursuit
regression (PPR), reduced rank regression (RRR), partial least squares
(PLS), and principal component analysis (PCA) are all shallow learners.
Polson et al. [359] examined DL counterparts that exploited multiple
deep layers of data reduction and provided predictive performance
gains. Dropout regularization and SGD training optimization provided
variable selection and estimation. They illustrated their technique by
providing an analysis of international bookings on Airbnb.

Energy (e.g., electricity markets) is another common domain for
the application of different UQ methods with machine and deep learn-
ing. Successful participation in liberalized electricity markets can be
achieved by forecasting accurate day-ahead energy prices. Brusaferri
et al. [360] presented a new approach based on BDL strategies for
probabilistic energy price forecast. Scalability to a complex network
was guaranteed by executing a specific training method. They exam-
ined their system on two day-ahead markets characterized by different
behaviors. The robust performance of the system was achieved by
providing forecast uncertainty indications in out-of-sample conditions.
Moreover, class imbalance in remote sensing poses a challenge for
land cover mapping, where small objects get less attention in yielding
better accuracy. Uncertainty quantification on pixel levels using CNNs
is another issue in remote sensing. Kampffmeyer et al. [361] devised a
deep CNN in remote sensing images for land cover mapping primarily
aiming at urban areas. Their method aimed to achieve good accuracy
for small objects. They applied recent technologies for UQ in the
domain of remote sensing. This method yielded an overall classification
accuracy of 87%. On the other hand, accurately predicting the net
load arising from distributed photovoltaic (PV) generation is a great
challenge. Sun et al. [362] presented a new probabilistic day-ahead
net load forecasting technique to capture both aleatoric uncertainty and
epistemic uncertainty utilizing BDL. The performance of aggregated net
load forecasting was improved by considering residential rooftop PV
outputs as the input features, and it exploited clustering in subprofiles.
The proposed scheme proved its efficacy with high PV visibility and
subprofile clustering.

Different UQ methods have also been applied to recommender
systems, or recommendation systems. For example, Zeldes et al. [363]
proposed a new recommendation system named Deep Density Networks
(DDN), which combined content-based DL methods with a collaborative
scheme to estimate uncertainty and determine a robust model. Sun
et al. [364] introduced a multi-aspect user interest model based on
uncertainty theory and sentiment analysis for recommendation systems,
called MAUI (multi-aspect user-interest). The proposed model was tested
on five products obtained from three e-commerce websites. Uncertainty
theory was used to estimate the similarity of all user opinions. More-
over, Jasberg and Sizov [365] showed that Bayesian brain theory can
use the same models as Bayesian recommender systems. The impacts of
these theories are discussed in cases such as neural noise, decision mak-
ing, and determining user preferences. The obtained outcomes support
integrating cognitive neuroscience into different intelligent systems to
further improve the prediction of a wide variety of human behaviors.

7. Discussion

We reviewed a large number of UQ studies related to applica-
tions of traditional machine learning and deep learning methods in
different fields. In what follows, we discuss the main advantages and
disadvantages of the presented UQ methods. Moreover, we discuss
several important literature gaps and open issues blocking further

developments of UQ methods. First, we briefly discuss the advantages
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Table 4
Advantages and disadvantages of UQ methods.

Method Advantage Disadvantage

Bayesian

MC (1) No need to change the model training
process,
(2) Low training complexity,
(3) Easy to implement.

(1) Not very reliable for OoD data,
(2) Needs multiple samplings during
inference.

MCMC (1) Computationally more intensive
compared to VI,
(2) Asymptotically guarantees of producing
exact samples.

(1) Very slow,
(2) Fail to find poor convergence,
(3) High MC error.

VI (1) Very fast (faster than MCMC),
(2) Benefiting from stochastic optimization
methods,
(3) Suited to big datasets.

(1) Heavily depend on the starting
point,
(2) Very complicated calculations.

BAL (1) Able to learn from small amounts
of data,
(2) Able to add samples with high
classification uncertainty to training.

(1) Lack of scalability to high-
dimensional data,
(2) Difficult to quantify loss functions.

BBB (1) Returning the posterior over
the weights,
(2) Allowing more complicated prior
distributions.

(1) Requiring extra sweep over
KL trade-off coefficients,
(2) More parameters to train
(approximately two times).

VAE (1) Easy to optimize its loss,
(2) Mapping an input sample in the
original data to latent factors.

(1) Collapse in latent space,
(2) Difficult to interpret the code,
(3) Low quality of the generated
sample images.

Ensemble

DE (1) Robust prediction,
(2) Can be considered as base learners,
(3) Limiting the dispensable sensitivity
of particular training data,
(4) Robust uncertainty estimates.

(1) More resource consuming,
(2) Time consuming,
(3) Weak performance on smaller
problems.

DEB
or
BDE

(1) Can perform batter than DEs
in OoD settings,
(2) Emulating the analytic posterior predictive.

(1) Weaker than standard DEs
in not detrimental confident predictions,
(2) Lazy learning procedure.
and disadvantages of UQ methods. Table 4 reports the most important
advantages and disadvantages of several well-known UQ methods.

7.1. Literature gaps and open issues

In what follows, we list the most important gaps and open issues
that should be addressed in the near future (see 7.1.1). Furthermore,
we discuss a few research directions for further investigations, while the
most important gaps, open issues and future application directions (see
7.1.2) are also described below. Finally, we briefly discuss the lack of
data and code availability in the literature, particularly when it comes
to the application of UQ methods (see 7.2).

7.1.1. General gaps
In this subsection, the main general research gaps and open issues

are discussed. The most important literature gaps and open issues in
the application of UQ methods are listed.

• This review shows that most of the proposed UQ methods are
applied with supervised learning methods, followed by unsuper-
vised methods. However, we note that there are much fewer
applications with semisupervised learning methods. We believe
that this is an important gap in the domain of UQ that could be
filled in the future.

• Our findings reveal that most UQ methods have been proposed
for different types of NNs, especially DL methods. However, there
are many other methods in the field of ML for which uncertainty
has either not been investigated or has been superficially dis-
cussed. The probable reason for this is that DL methods have been
among the best (SOTA) methods in various fields (e.g., computer
vision, medical image analysis, NLP, time series analysis, signal
processing). However, as a matter of fact, it can be claimed that
different types of traditional ML methods have significantly good
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performance in the analysis of small datasets, whereas DL is often
incapable of performing this task.

• Fusion-based methods (e.g., multimodal Bayesian fusion [95],
multilevel fusion [367], image fusion [368], data fusion [369])
have shown great ability to optimize different machine and deep
learning techniques. This fact motivated us to investigate the
effects of a variety of fusion-based methods in dealing with un-
certainty. We realized that fusion-based methods have significant
potential to address the uncertainty of ML and DL models. There-
fore, we suggest that more fusion-based methods could be used
in future work for quantifying uncertainty.

• The results of our study indicate that although a variety of en-
semble methods [370–376] have a great ability to deal with
uncertainty along with good performance and ability to optimize
the performance of other methods, the good capabilities of these
methods have not been used widely. In other words, we noticed
that these methods have performed remarkably well in a few
studies. However, we realized that the ensemble methods have
been less commonly used in recent studies. Therefore, we strongly
recommend performing further studies on ensemble methods and
their substantial impact on quantifying uncertainty in the tradi-
tional machine learning and deep learning areas. For example,
Caldeira and Nord [377] presented a comparative study to com-
pare the performance of three important UQ methods: BNN, CD
and DE. Based on the obtained results, the authors recommended
DE for further investigation and applications, as it achieved the
best or comparable results in the study.

• Decision making is a cognitive process that results in choosing the
best possible action or belief among all alternative options. There
are few well-known theories, such as three-way decisions [378]
and info-gap (IG) decisions [379,380], that can be used as UQ
methods. Our findings reveal that these theories have been able to
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Fig. 22. A schematic view of the VAAL model.
Source: Reproduced based on [366].
help significantly in dealing with uncertainty. For this reason, we
believe that various decision making theories can be used during
the decision making process in traditional machine learning and
deep learning methods.

• Active learning (AL, sometimes also called optimal experimental
design) plays a key role in dealing with a lack of labeled data to
label new data with the desirable outputs, as most researchers
in the domain of machine and deep learning are aware that
obtaining well-labeled data is a very difficult, costly and time
consuming task. In a few extremely sensitive areas, such as health-
care and self-driving cars, this becomes more apparent. We have
reviewed several relevant studies in this area, including those of
Gordon et al. [381], Lee et al. [382], Nguyen et al. [383], Hu
et al. [384] and Qu et al. [385]. Our findings reveal that although
the uncertainty quantification in this area is quite important, very
few studies have tackled this issue. For example, Sinha et al. [366]
proposed a new adversarial AL model, called Variational Adver-
sarial AL (VAAL). The proposed model works in a latent space by
using a VAE and an adversarial network trained to discriminate
between labeled and unlabeled data (see Fig. 22). The authors
showed the drastic impact of UQ in this field. We believe that
researchers can fill the existing gap with further studies in order
to improve the data labeling quality.

• Transfer learning is a technique to deal with training different
machine and deep learning methods when there is not enough
data to train a complicated model properly. In other words, trans-
fer learning is a technique for repurposing and reusing already
trained machine and deep learning models in a new smaller
dataset. Based on our review study, this technique can also in-
clude uncertainty quatification. Hence, we would recommend
conducting more investigations in this area and proposing new
UQ methods for transfer learning.

• Neural architecture search (NAS) methods are a set of techniques
for automatically designing ANNs. Uncertainty awareness in such
methods makes of them an important and sensitive area for the
use of UQ. However, the results of our study reveal that very few
works have been done so far in this field. Hence, we list NAS
methods as another potential field for further investigation. For
instance, Neural ensemble search methods [386] can be used here
for uncertainty calibration.

• Self supervised learning (SSL) methods [387,388] is an important
subset of unsupervised learning techniques for generating output
labels from different data objects by finding a relationship be-
tween various parts of the object, or a variety of views of the given
269
object. Clearly, SSL methods have several sources of uncertainty,
and therefore, further investigation of these methods has a high
potential.

• The attention mechanism [389,390] is a powerful strategy in
NNs and DL methods to concentrate more on adequate parts of
the input data than on their unnecessary (irrelevant) parts while
performing a prediction task. However, we found that the task
of selecting relevant and irrelevant parts of a given dataset is
accompanied by uncertainty. Our review show that only a few
studies of UQ have been conducted in this area. For this reason,
we also list this area as a research gap that needs to be filled by
conducting further investigations.

• OoD [391–396] inputs (samples) can improve the robustness of
different models as well as increase the uncertainty. For example,
Lee et al. [382] proposed a new model, called BTAML, for dealing
with imbalanced data and detecting OoD samples. According to
the existing studies, we can argue that the detection of OoD sam-
ples can help in achieving outstanding performance with different
NN and DL models. However, quantifying uncertainty in detecting
OoD samples needs further investigation [397].

• Hypernetworks [398–400] are a very powerful tool for generating
weights for one network using another network. We found that
quantifying uncertainty in hypernetworks can be a very useful
approach to deal with adversarial samples. However, thre are very
few studies dealing with uncertainties in hypernetworks [401].
Hence, we can also suggest that more investigations should be
conducted to assess uncertainty in hypernetworks.

• Continual learning (CL) [402–407] (or continual deep learn-
ing [408]) is a subfield of machine learning that provides the
ability for different models to continually learn from a stream
of data. In other words, a CL algorithm deals with a sequence of
samples (of stationary data), while reusing former knowledge and
then exploits it to better adapt to a changeable environment. Our
review shows that there are only a few studies using UQ methods
in CL. Therefore, quantifying uncertainties in the CL domain is
another open research field.

• Graph neural networks (GNNs) [409–413] are powerful graph
representation learning methods that extract high-level features
of related nodes from their topological neighborhoods. Uncer-
tainty quantification for GNNs in graph analytic tasks is still an
open challenge. Our review reveals that even though Bayesian-
based GNNs and GCNs (graph convolutional networks) [414–417]
and deep graph BO [418] have shown promising results in quan-
tifying uncertainties in GNNs and GCNs, only a limited number of
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studies exist in this field. Hence, we recommend proposing new
efficient UQ methods for dealing with uncertainties in GNNs and
GCNs.

• BO [419,420] is a sample-efficient global optimization method for
optimizing time-consuming black-box objective functions, which
take quite a long time to obtain the result. We found that BO can
be a very efficient approach not only for optimizing a wide range
of applications, including hyperparameter tuning [421], but also
for quantifying uncertainties in traditional machine learning and
deep learning methods; this type of applications also remains an
open issue for future investigation [422,423].

• Uncertainty calibration is another approach for measuring the
model’s calibration errors. It has been used in different case
studies [169,424–426]. However, we noticed that there are fewer
studies on the calibration of modern NNs and DLs [425,427–
431]. Calibration measures can be used for quantifying uncertain-
ties in ML and DL predictions. Hence, we recommend developing
different uncertainty calibration approaches in the future.

.1.2. Future directions based on applications
In this section, we provide several future directions for application

f UQ and machine learing methods in the three following fields:
omputer vision and image processing, medical image processing and
LP.
Computer Vision and Image Processing: As discussed earlier,

omputer vision and image processing are two main research domains
or applying UQ methods. Although various studies have been con-
ucted in these areas, there are certainly still many open research
irections that should be considered in future studies. In the following,
e aim to list a few of the most important future directions in these

ields.
Theoretical analysis and a more resilient inference methodology

or various UQ methods should be investigated in future studies. For
xample, the integration of semisupervised learning and AL can be con-
idered for acquiring new samples. Data labeling is a time-consuming
nd costly process in all domains, not only in computer vision and
mage processing. Therefore, we recommend conducting further studies
n automated data labeling techniques and investigating the impact of
Q methods. Applications of cascade structures have proven to be a
owerful mechanism for improving various traditional machine learn-
ng and deep learning methods. Moreover, we think that simplifying
hese methods and their integration with UQ methods for different
omputer vision and image processing tasks should be very valuable.
oreover, the integration of dynamic and multimodal image restora-

ion issues with some advanced inversion approaches (e.g., different
lug-and-play schemes) for applying UQ methods to reveal relevant
oint estimates is another interesting future research direction. In
ddition, our review reveals that ensemble methods are still among the
est approaches, especially for detecting epistemic uncertainties (OoD
ssues). For this reason, the application of new ensemble methods is
nother interesting research direction in computer vision and image
rocessing.

The integration of UQ methods with different human pose architec-
ures, followed by the use of the estimated uncertainty in future frame
rediction and motion tracking tasks is another engaging open research
irection. Additionally, although we reported above some UQ methods
n BAL, we need to underline that better uncertainty estimates in BAL
s well as more complex methods should be proposed in this domain.
oreover, we found that detecting adversarial samples is an interesting

hallenge for BNNs [432]. Thus, we strongly recommend conducting
urther studies to develop more effective UQ methods for detecting ad-
ersarial samples. Sampling-free learning methods (e.g., Bayesian quan-
ized networks (BQNs) [433], sampling-free VI [434]) are powerful
echniques for learning an appropriate posterior distribution over the
elated discrete parameters with truly calibrated uncertainty. Further-
270

ore, embedding techniques have obtained outstanding performance a
in different computer vision and image processing tasks. However,
we found that there are very few studies on probabilistic embedding
strategies [435,436] that quantify uncertainty. We should also note
that even though Bayesian methods (i.e., variational Bayes [437]) have
been used with UQ in capsule routing methods, the calibration of
uncertainty estimates of predictions by using different capsule networks
is an open future research direction. Online applications of different
BNNs also remains an open issue for future investigation for various
reasons such as the limitations of variational techniques and risks in
selecting the appropriate approximations of batch posteriors [438]. The
uncertainty of CL [439] is another open research direction in computer
vision and image processing. For example, Nguyen et al. [440,441]
proposed variational CL (VCL) to deal with uncertainty and showed the
effectiveness of such an approach. Finally, we found that quantifying
uncertainty in multitask transfer learning [442] is a very important
research field in which further investigations are highly warranted.

Medical Image Analysis: One possible research direction that
ould be considered in the future is a closer collaboration between
edical and artificial intelligence researchers. Due to the high sensi-

ivity in this field of science, we strongly recommend collecting larger
edical data in this domain. This can be very helpful for resolving
ncertainty, and as a result, the proposed machine and deep learning
ethods can perform better in predicting various diseases and cancers.
round-truth data for medical image segmentation play a critical

ole in the correctness of the obtained results. For this reason, closer
ooperation between the two research groups can provide platforms for
ptimizing existing machine and deep learning models. Furthermore,
he referral of incorrectly predicted data to specialists has a great role in
ealing with uncertainty. Hence, there is a need for close collaboration
etween medical and computer researchers in the field of medical
mage segmentation.

We also note that various fusion methods have good potential in
egmentation uncertainty prediction for medical images. Moreover,
e found that in most of the previous studies, standard losses for
edical segmentation have been used, whereas there are some new
ore effective losses that could be recommended. On the other hand,
combination of both visualization of uncertainty and medical image

egmentation can be used in AL computer assisted diagnostic (CAD)
ystems to improve the segmentation output. Another important future
irection could focus on big medical data collection. Having more data
an dramatically improve the performance of various deep learning
ethods. Our comprehensive review reveals that the issue of collecting

ufficient medical data is still open. However, if large datasets are
navailable, transfer learning techniques can be a suitable solution for
mproving the training process. Using this technique, we can properly
une the applied DL methods; however, we some uncertainties which
eed to be assessed are introduced in this process. As mentioned above,
his can be considered an open problem for future researchers.

The development of different semisupervised methods for medical
mage segmentation is another promising approach for dealing with
edical data shortages. We found that UQ methods can have an im-
ortant impact in semisupervised medical image segmentation, which
s another interesting research direction for future investigation. Along
ith all above-mentioned future directions in medical data analysis,
TL has also shown promising performance for medical data analysis.
s indicated by Nguyen et al. [443], adding UQ methods to MTL
an help quantify uncertainty in predicting clinical risks. However,
s suggested by Gast and Roth [283], even though probabilistic ap-
roaches have been used widely for many years, they have not been
omprehensively applied in medical image analysis since sampling
echniques are often too slow. To address this issue, the development of
roper probabilistic approaches [283] can be recommended for medical

pplications.
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Natural Language Processing (NLP): There are a few NLP-based
ubjects such as neural machine translation [444] and some other in-
erdisciplinary subjects, such as image captioning [445–448] and visual
uestion answering (VQA) [449–453] that are closely associated with
LP. Finding the right caption for an image has always been a challenge

n computer science. In particular, this issue can be accompanied by
ome uncertainties due to the merging of two important disciplines
i.e., image processing and NLP). On the other hand, medical VQA
s a very important task for health organizations to determine the
ost appropriate answers to the given questions. Indeed, this topic

nvolves both image processing and NLP tasks at the same time. We
elieve that because of the essence of this matter, the development
f related methods dealing with uncertainty can greatly contribute to
he productivity of this field. In addition, classification of stream text
nvironments is another interesting domain for applying UQ methods
nd finding uncertain sentences.
Further Directions: In this section, we discuss a few research

irections in various fields such as RL, numerical data analysis, signal
rocessing and synthetic data analysis. For instance, the application
f meta RL (MRL) is effective in optimizing the decision performance.
owever, the decision-making process always comes with uncertainty.
ence, we suggest using UQ methods with various MRL models to yield
etter decisions with more certainty. The proposed natural gradient
pproach [253] can be generalized with some other approximation
ypes (e.g., exponential-family distributions) and applied to RL and
tochastic optimization. Moreover, achieving a proper understanding
f the interaction between choosing an inference algorithm and an
pproximation method is another future research direction for synthetic
ata (a regression task). The development of various stochastic regu-
arization methods is another open direction for researchers. We also
ote that leveraging proper weights in the Frank-Wolfe optimization
lgorithm [117] and determining how this technique interacts with
ome alternative procedures of approximate inference can be also
romising avenues for further investigation.

Moreover, digital healthcare is a very important research area that
an help make medicine more precise and personalized. Quantify-
ng uncertainty in digital healthcare and deploying it in real-world
linical settings is another open research path. Approximate Bayesian
nference in CL and sequential decision-making applications should
e used as an inner procedure of larger methods. In addition, this
rocedure needs a robust version of BNNs. Hence, the application of
eterministic VI [454] with different BNNs is a promising approach.
ccordingly, the learning of different BNNs [254,455] can be opti-
ized by using various density filtering (ADF) techniques [456] applied

n different machine learning contexts (e.g., NLP, computer vision
nd image processing, signal processing). In addition, ensemble-based
ampling [457,458] methods have shown the ability to approximate
ampling techniques (i.e., Thompson sampling) and properly deal with
ncertainty in complex machine learning methods such as NNs. Finally,
uantifying uncertainties for multi-agent systems [459,460] is another
mportant future direction since an individual agent is often unable to
olve complex problems alone.

.2. Lack of data and code availability

The availability of the data and code plays a significant role in
mproving the existing methods. In other words, having the data and
ode available helps researchers in examining the proposed method and
akes the presented results reproducible. Our comprehensive review

hows that most of the existing studies (especially medical case studies)
o not make their data and code available, often due to confidentiality
imitations. We believe, however, that sharing both the data and code is
ssential for improving the quality of both traditional machine learning
271

nd deep learning methods applied with UQ. e
8. Conclusion

Uncertainty quantification (UQ) is one of the key parts of the
decision-making process. UQ methods have become popular for evalu-
ating uncertainty in various real-life applications, being an inseparable
part of traditional machine learning and deep learning techniques. This
study provides a comprehensively review of popular and efficient UQ
methods that have been applied in different machine learning contexts
and applications. Precisely, we presented a comprehensive description
and comparative analysis of current state-of-the-art UQ approaches.
Moreover, we reviewed several UQ perspectives, including common
UQ applications, in-depth advantage discussions and main research
gaps, ending by presenting some solid future research directions in
the field. We believe that our review paper focusing on the use of UQ
methods in artificial intelligence will benefit researchers in a variety of
fields and may be considered as a guideline for the use of UQ in deep
learning-based applications.
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ppendix A. Ensemble techniques

Here, we present the main loss functions used by ensemble tech-
iques and deep ensemble techniques for UQ in Tables A.1 and A.2.

ppendix B. More UQ methods

In this subsection, we aim to summarize a few other UQ techniques
pplied in the literature. We selected the most relevant ones for this
art of the study. The research interest in BNNs has surged because they
nhance the accurate predictions obtained by neural networks with
ell-calibrated predictive uncertainties. However, the selection of the
odel and number of nodes remains a challenge. Ghosh et al. [468]
xploited horseshoe and continuous shrinkage priors and regularized
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Table A.1
Some of the main loss functions used by ensemble techniques for UQ.

Study Dataset type Base classifier(s) Method’s name Loss equation Code

TV et al. [461] Sensor data Neural Networks (LSTM) Ordinal Regression (OR) 𝑂𝑅(𝐲, �̂�) = − 1
𝑁

∑𝐾
𝑗=1 𝑦𝑗 . log(�̂�𝑗 ) + (1 − 𝑦𝑗 ). log(1 − �̂�𝑗 ) ×

Sinha et al.
[462]

Image Neural Networks Diverse Information 𝐿𝐺 = E�̂�1∼𝑞(𝑧𝑖 |𝑥),�̂�2∼𝑞(𝑧𝑗 |𝑥)[log(�̂�1 , �̂�2)] +
√

Bottleneck in E�̂�1∼𝑟(𝑧),�̂�2∼𝑞(𝑧𝑖 |𝑥)[log(1 −(�̂�1 , �̂�2))] + E�̂�1∼𝑞(𝑧𝑖 |𝑥),�̂�2∼𝑞(𝑧𝑖 |𝑥)[log 1 −(�̂�1 , �̂�2)]
Ensembles (DIBS)

Zhang et al.
[169]

Image Neural Networks Mix-n-Match Calibration E|𝑧 − 𝑦|22 (the standard square loss) ×

Lakshmi-
narayanan
et al. [171]

Image Neural Networks Deep Ensembles (𝜃) = −𝑆(𝑝𝜃 , 𝑞) ×

Jain et al. [172] Image and Protein Deep Ensembles Maximize Overall 𝐿(𝜃𝑚; 𝑥𝑛 , 𝑦𝑛) = − log 𝑝𝜃𝑚 (𝑦𝑛|𝑥𝑚) ×
DNA binding Diversity (MOD)

Gustafsson
et al. [173]

Video Neural Networks Scalable BDL Regression: 𝐿(𝜃) = 1
𝑁

∑𝑁
𝑖=1

(𝑦𝑖−�̂�(𝑥𝑖 ))2

𝜎2 (𝑥𝑖 )
+ log 𝜎2(𝑥𝑖) +

1
𝑁
𝜃⊤𝜃,

√

Classification: 𝐿(𝜃) = − 1
𝑁

∑𝑁
𝑖=1

∑𝐶
𝑘=1 𝑦𝑖,𝑘 log �̂�(𝑥𝑖)𝑘 +

1
2𝑁
𝜃⊤𝜃

Chua et al.
[174]

Robotics Neural Networks Probabilistic ensembles 𝑙𝑜𝑠𝑠𝑝(𝜽) = −
∑𝑁
𝑛=1 log 𝑓𝜽(𝒔𝑛+1|𝒔𝑛 ,𝒂𝑛)

√

(video) with trajectory
sampling (PETS)

Hu et al. [180] Image and Neural Networks Margin-based 𝐿𝑜𝑠𝑠𝑚𝑢𝑙𝑡𝑖 = 𝑊𝐶𝑉 𝐴𝐸 ∗ 𝐿𝑜𝑠𝑠𝐶𝑉 𝐴𝐸 +𝑊𝐶𝑅𝑁𝑁 ∗ 𝐿𝑜𝑠𝑠𝐶𝑅𝑁𝑁 ×
tabular data Pareto deep ensemble

pruning (MBPEP)

Malinin
et al. [177]

Image Neural Networks Ensemble Distribution (𝜙,𝐷𝑒𝑛𝑠) =

− 1
𝑁

∑𝑁
𝑖=1

[

ln𝛤 (�̂�(𝑖)0 ) −
∑𝐾
𝑐=1 ln𝛤 (�̂�

(𝑖)
𝑐 ) + 1

𝑀

∑𝑀
𝑚=1

∑𝐾
𝑐=1(�̂�

(𝑖)
𝑐 − 1) ln𝜋(𝑖𝑚)

𝑐

]

√

Distillation (𝐸𝑛𝐷2)

Ashukha et al.
[179]

Image Neural Networks Deep ensemble 𝐿(𝑤) = − 1
𝑁

∑𝑁
𝑖=1 log �̂�(𝑦

⋆
𝑖 |𝑥𝑖 , 𝑤) +

𝜆
2
∥ 𝑤 ∥2→ min

𝑤

√

equivalent score (DEE)

Pearce et al.
[463]

Tabular data Neural Networks Quality-Driven 𝐿𝑜𝑠𝑠𝑄𝐷 =𝑀𝑃𝐼𝑊𝑐𝑎𝑝𝑡. + 𝜆
𝑛

𝛼(1−𝛼)
max(0, (1 − 𝛼) − 𝑃𝐼𝐶𝑃 )2

√

Ensembles (QD-Ens)

Ambrogioni
et al. [464]

Tabular data Bayesian logistic Wasserstein variational (𝑧1) = E𝑧∼𝑝(𝑧|𝑥)[𝑐(𝑧1 , 𝑧)] ×

regression gradient descent (WVGD)

Hu et al. [465] Image Neural Networks Bias–variance decomposition  = 1
2
exp(−𝑠(𝑥))

∑

𝑟∥𝑦𝑟 (𝑥)−�̂�(𝑥)∥2

𝑅
+ 1

2
𝑠(𝑥) ×
Table A.2
Some of the main loss functions used by DE techniques for UQ.

Study Dataset type Base classifier(s) Method’s name Loss equation Code

Fan et al. [466] GPS-log Neural Networks Online Deep
Ensemble Learning (ODEL)

 = 𝐻(𝐹𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑋𝑡−𝑇 ∶𝑡−1), 𝑜𝑛𝑒_ℎ𝑜𝑡(𝑋𝑡)) ×

Yang et al. [467] Smart grid K-means Least absolute
shrinkage and selection
operator (LASSO)

(𝑦𝑚𝑖 , �̂�
𝑚,𝑞
𝑖 ) = 1

𝑄

∑

𝑞∈𝑄 max
(

(𝑞 − 1)𝐻𝜀

(

𝑦𝑚𝑖 , �̂�
𝑚,𝑞
𝑖

)

, 𝑞𝐻𝜀

(

𝑦𝑚𝑖 , �̂�
𝑚,𝑞
𝑖

))

×

van Amersfoort
et al. [199]

Image Neural Networks Deterministic UQ (DUQ) 𝐿(𝑥, 𝑦) = −
∑

𝑐 𝑦𝑐 log(𝐾𝑐 ) + (1 − 𝑦𝑐 ) log(1 −𝐾𝑐 ) ×
horseshoe distributions to select models in BNNs (see Fig. B.1). The
strong shrinkage provided by the horseshoe was effective in eliminating
nodes that did not help in explaining data when superimposed on node
pre-activations and coupled with appropriate variational approxima-
tions. Their model selection technique for the number of nodes did not
come at the expense of the computational or predictive performance.

In another work, Hernandez-Lobato et al. [469] introduced a novel
approximate inference method based on the minimization of
𝛼-divergence, termed black-box alpha (BB-𝛼). It can be implemented us-
ing stochastic gradient descent as BB-𝛼 scaled to large datasets. Only the
likelihood function and its gradients are required as input to implement
BB-𝛼 in complex probabilistic models. Automatic differentiation can be
applied to obtain these gradients. Their method was able to interpolate
between variational Bayes and an algorithm similar to expectation
propagation by changing the divergence parameter 𝛼.
272
Patro et al. [471] presented a probabilistic approach for performing
the task of a ‘visual dialog’. Common sense knowledge to answer and
the ability to understand and reason with the language modality and
visual modality are required to solve this task. They believed that
the sources of uncertainty were critical in solving this task. Their
framework helped in the varied generation of answers and in estimating
uncertainty. Their framework was composed of a probabilistic repre-
sentation module that provided representations for the conversation
history, question and image and an uncertainty representation module
that selected the appropriate answer that minimized uncertainty. They
obtained an enhanced visual dialog system that is also more explainable
utilizing the presented probabilistic approach. Farquhar et al. [472]
introduced a variational approximate posterior for BNNs termed radial
BNNs that scales well to large models. Radial BNNs maintain full sup-
port, avoiding the a priori implausibility of discrete support and letting
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Fig. B.1. A summary of graphical models for the conditional dependencies of BNNs
on horseshoe priors, which is reproduced based on [468]. Note that the left part
of the image is the centered parameterization and the right part is the uncentered
parameterization.

them act as a prior for CL. This technique avoided a sampling issue
in mean-field variational inference (MFVI) that occurred due to the
‘soap bubble’ pathology of multivariate Gaussians. It was demonstrated
that radial BNNs are robust to hyperparameters, unlike MFVI, and
they proved their efficacy in real-world tasks without needing intensive
tuning or ad hoc tweaks.

Novak et al. [718] proposed neural tangents, a library intended to
facilitate research into infinite-width neural networks. It permitted the
construction of a high-level API for denoting hierarchical and complex
neural network architectures. These networks could be trained and
estimated either in their infinite-width or finite-width limit as usual.
Infinite-width networks can be trained analytically using gradient de-
scent or using exact Bayesian inference via the neural tangent kernel.
All computations were distributed automatically over several acceler-
ators with near-linear scaling in different devices. Yıldız et al. [609]
proposed the ordinary differential equation variational auto-encoder
(𝑂𝐷𝐸2𝑉 𝐴𝐸), a latent second-order ODE model for high-dimensional
sequential data. Their model could concurrently learn the embed-
ding of high-dimensional trajectories and deduce capriciously complex
continuous-time latent dynamics. Their approach explicitly decom-
posed the latent space into position and momentum components and
cracked a second order ODE system that was contrary to RNN based
time series approaches and recently presented black-box ODE methods.
They further presented probabilistic latent ODE dynamics parameter-
ized by deep BNNs for addressing uncertainty. They tested their method
on bouncing ball, image rotation and motion capture datasets.

Liu et al. [719] proposed a novel technique to train a robust
NN against adversarial attacks. They observed that although fusing
randomness could enhance the robustness of NNs, incorporating noise
blindly into all the layers was not the optimal way to add random-
ness. They formally learned the posterior distribution of models in a
273
scalable way by modeling randomness under the framework of BNNs.
They devised the mini-max problem in BNNs to learn the best model
distribution under adversarial attacks. Their method yielded state-of-
the-art performance under strong attacks. As mentioned earlier, DNNs
have yielded outstanding performances in several noteworthy domains
including autonomous driving, security and medical diagnosis. In these
domains, safety is crucial, hence, knowing what DNNs do not know
is highly desirable. Most BNNs are trained by minimizing a suitable
ELBO on a variational approximation or sampled through MC methods
because of the intractability of the resulting optimization problem.
Pomponi et al. [720] devised a variant of the former and replaced
KL divergence in the ELBO term with a maximum mean discrepancy
(MMD) estimator. Their method based on the properties of the MMD
exhibited numerous advantages including robustness to the choice of
a prior over the weights, better calibration and higher accuracy. They
estimated the uncertainty as well, as it performed in a robust manner
against the injection of noise and adversarial attacks over their inputs.
BNNs show promising results in enhancing UQ and the robustness of
modern DL methods. However, they have problems with parameter
efficiency and underfitting at scale. In contrast, deep ensembles out-
performed BNNs on certain problems, but they also have efficiency
issues. The strengths of these two approaches need to be combined
to remedy their common problems. Dusenberry et al. [497] devised a
rank-1 parameterization of BNNs and utilized a mixture of approximate
posteriors to capture multiple modes. Rank-1 BNNs demonstrated state-
of-the-art performance across OoD variants, calibration on the test sets,
accuracy and log-likelihood.

Indeed, there are different types of uncertainties in machine and
deep learning domains that need to be handled in different ways.
Harang et al. [721] investigated three types of uncertainties – open set
uncertainty, intrinsic data uncertainty, and model capacity uncertainty
– and reviewed methods to address each one. They proposed a unified
hierarchical technique that integrated techniques from invertible latent
density inference, Bayesian inference and discriminative classification
in a single end-to-end DNN topology to demonstrate competent per-
sample uncertainty estimation in a detection context. Their method
could accommodate base and prior rates for binary detection and
addressed all three types of uncertainty. In addition, it is critical for
the safety of using an AI application to know the reliability of different
classification accuracies. The standard procedure to access this is to
use the confidence score of the classifier. Jiang et al. [1] presented
a novel score, dubbed the trust score, that estimated the agreement
between a modified nearest-neighbor classifier and the classifier on the
testing example. They empirically demonstrated that a high trust score
indicated high precision in recognizing correctly classified examples,
outperforming the classifier’s confidence score and other baselines as
well. In another work, Rohekar et al. [722] introduced a technique
that covers both model selection and model averaging in the same
framework. Their technique combined bootstrap with constraint-based
learning to address the prime limitation of constraint-based learning—
sensitivity to errors in the independence tests. They formulated an
Fig. B.2. A schematic view of CADA-VAE (Cross- and Distribution Aligned VAE) which is reproduced based on [470].
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Table B.3
More UQ methods in the main three categories proposed in the literature. Note that we provide in the row related to other methods the names of the proposed UQ methods for
each reference. But, because of the importance of mentioning the proposed method, we also did the same in some other parts (General information).

UQ category Studies

Bayesian Dzunic and Fisher III [473] (SSIM (state-space switching interaction model) with DBN (Dynamic Bayesian Network), Balan et al. [474] (BPE:
Bayesian parameter estimation), Houthooft et al. [475] (VIME: VI Maximizing Exploration), Springenberg et al. [476], Lakshminarayanan et
al. [477] (Extend Mondrian forests), Ilg et al. [282], Heo et al. [478], Henderson et al. [479], Ahn et al. [439], Zhang et al. [480], Sensoy et
al. [194], Khan et al. [253], Acerbi [481] (VBMC: Variational Bayesian MC), Tóthová et al. [482], Haußmann et al. [483], Gong et al. [77],
De Ath et al. [484], Foong et al. [485], Hasanzadeh et al. [414], Chang et al. [486], Stoean et al. [329], Xiao et al. [487], Repetti et
al. [488], Moss et al. [489], Dutordoir et al. [490], Luo et al. [491], Gafni et al. [492], Jin et al. [493], Han et al. [494], Stoean et al. [495],
Oh et al. [496], Dusenberry et al. [497], Havasi et al. [498], Krishnan et al. [499] (MOPED: MOdel Priors with Empirical Bayes using DNN),
Filos et al. [500], Huang et al. [501], Amit and Meir [502], Bhattacharyya et al. [503], Yao et al. [504], Laves et al. [505] (UCE: uncertainty
calibration error), Yang et al. [506] (OC-BNN: Output-Constrained BNN), Thakur et al. [507] (LUNA: Learned UA), Yacoby et al. [508] (NCAI:
Noise Constrained Approximate Inference), Masood and Doshi-Velez [509] (PVI Particle-based VI), Abdolshah et al. [510] (MOBO:
Multi-objective Bayesian optimization), White et al. [511] (BO), Balandat et al. [512] (BOTORCH), Galy-Fajou et al. [513] (CMGGPC:
Conjugate multi-class GP classification), Lee et al. [382] (BTAML: Bayesian Task Adaptive Meta-Learning), Vadera and Marlin [514] (BDK:
Bayesian Dark Knowledge), Siahkoohi et al. [515] (SGLD: Stochastic gradient Langevin dynamics), Sun et al. [516], Patacchiola et al. [517],
Cheng et al. [518], Oliveiraet al. [519] (UCB: Upper confidence bound), Caldeira and Nord [377], Wandzik et al. [520] (MCSD: MC Stochastic
Depth), Deng et al. [521] (DBSN: DNN Structures), González-López et al. [522], Foong et al. [523] (ConvNP: Convolutional Neural Process),
Yao et al. [524] (SI: Stacked inference), Prijatelj et al. [525], Herzog et al. [526], Prokudin et al. [287] (CVAE: conditional VAE), Tuo and
Wang [527], Acerbi [528] (VBMC+EIG (expected information gain)/VIQR (variational interquantile range)), Zhao et al. [529] (GEP:
generalized expectation propagation), Li et al. [530] (DBGP: deep Bayesian GP), Jacot et al. [531] (NTK: Neural Tangent Kernel), Wang and
Ročková [532] (Gaussian approximability), Jesson et al. [533] (BCEVAE: Bayesian Causal Effect VAE), De Sousa Ribeiro et al. [534] (LIRVI:
local iterative routing with VI), Zhao et al. [535] (GKDE: Graph-based Kernel Dirichlet distribution Estimation), Mukherjee and Ahmed
Hassan [536] (UST: Uncertainty-aware self-training), Hu et al. [306] (Bayesian uncertainty estimation),Yang et al. [537] (OC-BNN:
Output-Constrained BNN), Farquhar et al. [538] (Deep MFV weight posteriors), Charpentier et al. [539] (PostNet: Posterior Network),Guénais
et al. [540] (BaCOUn: Bayesian Classifier with OOD Uncertainty), Li et al. [541] (DNN-MFBO: DNN Multi-Fidelity BO), Lyle et al. [542], Lee
and Seok. [543] (cGAN: Conditional GAN), Fan et al. [544] (BAM: Bayesian attention module), Chauhan et al. [545] (Neural heteroscedastic
regression and MC dropout), Zhou et al. [546] (Collaborating Network), Chan et al. [547] (Transductive dropout), Wang and Zhou [548]
(Thompson sampling via local uncertainty), Joo et al. [549] (Belief matching framework), Wang and Van Hoof [230] (DSVNP: Doubly
Stochastic Variational Neural Process), Hortúa et al. [550] (NF: Normalizing Flows), Lyu et al. [551] (MC-BLEU-VAR: MC dropout BLEU Score
Variance), Notin et al. [552] (MI), Jarvenpaa et al. [553] (BABC: Bayesian Approximate Bayesian Computation), Huggins et al. [554]
(Validated VI via PPEB (Practical Posterior Error Bounds)), Boluki et al. [555] (Learnable Bernoulli dropout), Barbano et al. [556] (BDGD:
Bayesian Deep Gradient Descent), Wenzel et al. [557], Suzuki et al. [558] (Multi-objective BO using Pareto-frontier entropy)

Ensemble Zhang et al. [480], Buckman et al. [559] (STEVE: Stochastic ensemble value expansion), Chang et al. [486], He et al. [560] (BDE: Bayesian
Deep Ensembles), Schwab et al. [561], Smith et al. [562], Malinin and Gales [563], Jain et al. [564], Valdenegro-Toro [565], Juraska et
al. [566], Oh et al. [567], Brown et al. [568], Salem et al. [569], Wen et al. [570], Wenzel et al. [571] (HDE: hyper-deep ensembles), Wang
et al. [572] (DynSnap: Dynamic snapshot ensemble), Grönquist et al. [573], Lu et al. [574] (Ensemble GP with spectral features), Duan et
al. [575] (NGBoost: Natural Gradient Boosting)

Others Jiang et al. [1] (Trust score), Qin et al. [576] (infoCAM: informative class activation map), Wu et al. [577] (Deep Dirichlet mixture networks),
Qian et al. [578] (Margin preserving metric learning), Gomez et al. [579] (Targeted dropout), Malinin and Gales [225] (Prior networks),
Dunlop et al.et al. [580] (DGP: deep GP), Hendrycks et al. [387] (Self-supervision), Kumar et al. [424] (Scaling-binning calibrator), [581]
(AugMix as a data processing approach), Możejko et al. [582] (Softmax output), Xie et al. [583] (DiffChaser), Boiarov et al. [584] (SPSA:
Simultaneous Perturbation Stochastic Approximation), Ye et al. [585] (Lasso bootstrap), Monteiro et al. [586] (SSN: Stochastic Segmentation
Network), Maggi et al. [587] (Superposition semantics), Amiri et al [588] (LCORPP: learning-commonsense reasoning and probabilistic
planning), Sensoy et al. [589] (GEN: Generative Evidential Neural Network), Belakaria, et al. [590] (USeMO: UA Search framework for
optimizing Multiple Objectives), Liu et al. [591] (UaGGP: UA Graph GP), Northcutt et al. [592] (Confident learning), Manders et al. [593]
(Class Prediction Uncertainty Alignment), Chun et al. [594] (Regularization Method), Mehta et al. [595] (Uncertainty metric), Liu et al. [596]
(SNGP: Spectral-normalized Neural GP), Scillitoe et al. [597] (MF’s: Mondrian forests), Ovadia et al. [598] (Dataset shift), Biloš et al. [599]
(FD-Dir (Function Decomposition-Dirichlet) and WGP-LN (Weighted GP-Logistic-Normal)), Zheng and Yang [600] (MR: memory regularization),
Zelikman et al. [601] (CRUDE: Calibrating Regression Uncertainty Distributions Empirically), Da Silva et al. [602] (RCMP: Requesting
Confidence-Moderated Policy advice), Thiagarajan et al. [603] (Uncertainty matching), Zhou et al. [604] (POMBU: Policy Optimization method
with Model-Based Uncertainty), Standvoss et al. [605] (RGNN: recurrent generative NN), Wang et al. [427] (TransCal: Transferable
Calibration), Grover and Ermon [606] (UAE: uncertainty autoencoders), Cakir et al. [607,608] (MI), Yildiz et al. [609] (𝑂𝐷𝐸2𝑉 𝐴𝐸: Ordinary
Differential Equation VAE), Titsias, Michalis et al. [610] and Lee et al. [611] (GP), Ravi and Beatson [612] (AVI: Amortized VI), Lu
et al. [613] (DGPM: DGP with Moments), Wang et al. [614] (NLE loss: negative log-likelihood error), Tai et al. [615] (UIA: UA imitation
learning), Selvan et al. [616] (cFlow: conditional Normalizing Flow), Poggi et al. [617] (Self-Teaching), Cui et al. [618] (MMD: Maximum
Mean Discrepancy), Lindinger et al. [619] (SDGP: Structured DGP), Wang et al. [532] (A non-asymptotic confidence set for the MLE
(maximum likelihood estimate)), Meronen et al. [620] (Matérn activation in GP), Rudner et al. [621] (DREG-SNR: Doubly-reparameterized
Gradient Estimates-Signal-to-Noise Ratio), Zhao and Udell [622] (LRGC: Low Rank Gaussian Copula), Shi et al. [623] (Multi-source uncertainty
aware ADL), Kopetzki et al. [624] (Certifiable robustness and uncertainty attacks for DBU Dirichlet-based uncertainty), Chung et al. [625]
(MAQR: Model Agnostic Quantile Regression), Finzi et al. [626] (PNCNN: Probabilistic Numeric CNN), Alaa and Van Der Schaar [627] (BJ:
Blockwise infinitesimal Jackknife),Liu et al. [628] (Energy-based OoD), Aushev et al. [629] (Likelihood-Free inference with DGP), Antorán et
al. [630] (MLL: Marginal Log Likelihood), Huo et al. [631] (MEL: maximum entropy learning), Bondesan and Welling [632] (Quantum
deformed layer), Ardywibowo et al. [633] (Switching GP), Sadeghi et al. [634] (SPGD (Stochastic proximal gradient descent) and SPGDA
(SPGD-ascent)), Vadera et al. [635] (URSABench: Uncertainty, Robustness, Scalability and Accuracy Benchmark), Cai et al. [636] (Entrywise
confidence intervals), Benton et al. [637] (SPRO: Simplicial Pointwise Random Optimization and Ensembled SPRO)
algorithm for learning a tree, in which each node denoted a scored
CPDAG for a subset of variables and the level of the node corresponded
to the maximal order of conditional independencies that were encoded
in the graph. Greater computational efficiency was guaranteed by
reusing stable low-order independencies. Their algorithm learned better
MAP models, scaled well to hundreds of variables and obtained more
reliable causal relationships between variables.
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The Bayesian probabilistic framework presents an ethical way to
perform model comparison and derive meaningful metrics for guid-
ing decisions. However, many models are intractable with standard
Bayesian methods, as their likelihood is computationally too expen-
sive to evaluate or lacks a closed-form likelihood function. Radev
et al. [723] presented a new approach for performing Bayesian model
comparison using specialized deep learning architectures. They also
introduced a new way to measure epistemic uncertainty in model
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Table B.4
More information regarding additional UQ techniques proposed in the literature (Detailed information, sorted by year).

Study Year Subject # datasets Uncertainty method’s name Code

Balan et al. [474] 2015 Image processing, toy
and numerical data and

4 PBE ×

Houthooft et al. [475] 2016 Toy data (regression) 1 VIME
√

Springenberg et al. [476] 2016 Numerical data
(regression)

4 BNN
√

Zhang et al. [480] 2017 Image processing 7 UCF (uncertain convolutional
features)

√

Khan et al. [253] 2018 Numerical data 8 Vadam
√

Malinin et al. [225] 2018 Image processing 2 PN
√

Ilg et al. [282] 2018 Computer vision 1 FlowNetH-Pred-Merged ×

Heo et al. [478] 2018 Medical signal 3 UA
√

Sensoy et al. [194] 2018 Image processing 2 EDL
√

Prokudin et al. [287] 2018 Image processing 3 CVAE
√

Smith et al. [562] 2018 Image processing 2 MI
√

Qian et al. [578] 2018 Image processing 4 MaPML ×

Dunlop et al. [580] 2018 Synthetic data 2 DGP ×

Manders et al. [593] 2018 Image processing 2 CPUA ×

Lee et al. [611] 2018 Image processing 2 GP
√

Acerbi [481] 2018 N/A 2 VBMC
√

Zhang et al. [638] 2018 Numerical data 10 𝑆2𝑉 𝐺𝐷: Structural Stein
Variational Gradient Descent

×

Gong et al. [77] 2019 Numerical data 5 Icebreaker
√

Sun et al. [516] 2019 Numerical data 10 functional BNNs(fBNNs)
√

Vadera and Marlin [514] 2019 Image processing 1 BDk ×

Patacchiola et al. [517] 2019 Image processing 2 GP
√

Cheng et al. [518] 2019 Image processing 2 DIP: deep image prior
√

Ravi and Beatson [612] 2019 Image processing 2 AVI
√

Hendrycks et al. [387] 2019 Image processing 2 Self-supervision
√

Ilg et al. [282] 2019 Computer vision 1 SGDR (Stochastic Gradient
Descent with warm Restarts)
and Bootstrapped ensembles

×

Ahn et al. [439] 2019 Image processing 2 UCL
√

Haußmann et al. [483] 2019 Image processing 2 BEDL (Bayesian Evidential DL)
+ Reg (Regularization)

√

Foong et al. [485] 2019 Numerical data 9 Laplace approximation ×

Abdolshah et al. [510] 2019 Image processing 1 MOBO ×

White et al. [511] 2019 Image processing 1 BO
√

Balandat et al. [512] 2019 Geographical data 1 BOTORCH
√

Galy-Fajou et al. [513] 2019 Toy datasets 7 CMGGPC
√

Lee et al. [382] 2019 Image processing 4 BTAML
√

Schwab et al. [561] 2019 Image processing 2 CXPlain
√

Malinin and Gales [563] 2019 Image processing 5 N/A
√

Wu et al. [577] 2019 Medical image
processing

1 DDMN: deep Dirichlet mixture
networks

×

Gomez et al. [579] 2019 Image processing 3 Targeted dropout
√

Northcutt et al. [592] 2019 Image processing 2 CL
√

Ovadia et al. [598] 2019 Image, text and
categorical data

3 Data shift
√

(continued on next page)
comparison problems. They argued that their measure of epistemic
uncertainty offers a distinctive proxy to quantify absolute evidence
even in a framework that assumes that the true data-generating model
is within a finite set of candidate models. In another study, Belakaria
et al. [590] approached the issue of a multi-objective (MO) black
box utilizing expensive function evaluations, where the goal was to
approximate the true Pareto set of solutions while reducing the number
of function evaluations. They introduced a new UA search framework
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called USeMO to efficiently select the sequence of inputs for assessment
to solve this issue. The selection process of USeMO consisted of solving
a cheap MO optimization problem via surrogate models of the true
functions to recognize the most potential candidates and then choos-
ing the best candidate based on a measure of uncertainty. They also
presented a theoretical analysis to characterize the efficiency of their
method.
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Table B.4 (continued).
Study Year Subject # datasets Uncertainty method’s name Code

Biloš et al. [599] 2019 Toy data 2 FD-Dir and WGP-LN
√

Zheng and Yang [600] 2019 Image processing 2 MR
√

Yildiz et al. [609] 2019 Image processing 3 ODE2VAE
√

Wang et al. [614] 2019 Time series 1 NLE loss
√

Tai et al. [615] 2019 Computer vision 1 UIA ×

Foong et al. [639] 2019 Regression (synthetic
data)

1 Factorized Gaussian
assumption and MC dropout

×

De Ath et al. [484] 2020 Synthetic data 10 ∈-shotgun ×

Foong et al. [523] 2020 Image processing 5 ConvNP ×

Yao et al. [524] 2020 Image processing and
Numerical data

3 SI
√

Prijatelj et al. [525] 2020 Image processing 4 Bayesian evaluation
√

Herzog et al. [526] 2020 Medical image analysis 1 Bayesian aggregation ×

Tuo and Wang [527] 2020 N/A N/A BO ×

Acerbi [528] 2020 N/A 5 VBMC+EIG/VIQR
√

Zhao et al. [529] 2020 Numerical data 5 GEP ×

Li et al. [530] 2020 Care (network) data 1 DBGP ×

He et al. [560] 2020 Image processing and
toy data

3 NTK
√

Salem et al. [569] 2020 Numerical data 10 SNM-QD+: split normal
mixture-quality-driven loss

√

Hendrycks et al. [581] 2020 Image processing 3 AugMix
√

Boiarov et al. [584] 2020 NLP 1 SPSA ×

Chun et al. [594] 2020 Image processing 7 Regularization techniques ×

Wang et al. [427] 2020 Image processing 5 TransCal ×

Lu et al. [613] 2020 Numerical data 2 DGPM ×

Selvan et al. [616] 2020 Medical image analysis 2 cFlow
√

Poggi et al. [617] 2020 Computer vision 1 Self-Teaching
√

Cui et al. [618] 2020 Time series 5 MMD ×

Note: UA: Uncertainty-aware attention, EDL: Evidential Deep Learning, Vadam: Variational Adam, MaPML: Margin Preserving Metric Learning.
Extensive tuning of hyperparameters is required for many machine
learning models to perform well. BO and a variety of other methods
have been utilized to expedite and automate this process. As tuning
usually requires repeatedly fully training models, it remains tremen-
dously costly. Ariafar et al. [724] introduced a way to hasten the BO
method by applying the relative amount of information supplied by
each training example. They leveraged importance sampling (IS) to do
so. This enhanced the quality of the black-box function evaluations and
the runtime and hence had to be executed carefully. Indeed, NNs with
binary weights are hardware-friendly and computation-efficient, but as
they involve a discrete optimization problem, their training is chal-
lenging. Applying gradient-based methods such as the straight-through
estimator and ignoring the discrete nature of the problem works sur-
prisingly well in practice. Meng et al. [725] presented a principled
approach that justified such methods applying the Bayesian learning
rule. The rule resulted in an algorithm when applied to compute
a Bernoulli distribution over binary weights. The algorithm enabled
uncertainty estimation for CL to avoid catastrophic forgetting and
achieved state-of-the-art performance.

UQ methods have also been used in semisupervised learning and
zero-shot learning as well as metalearning. Semisupervised learning
models, such as cotraining, could represent a powerful method to influ-
ence unlabeled data. Xia et al. [691] introduced a new approach, UA
multiview cotraining (UMCT), to address semisupervised learning on
3D data, such as volumetric data from medical imaging. Cotraining was
attained by exploring the multiviewpoint consistency of 3D data. They
produced different views by permuting or rotating the 3D data and
used asymmetrical 3D kernels to support diversified features in differ-
ent subnetworks. Additionally, they presented an uncertainty-weighted
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label fusion technique to measure the reliability of each view’s pre-
diction with BDL. On the other hand, many models in generalized
zero-shot learning depend on cross-modal mapping between the class
embedding space and the image feature space. Schönfeld et al. [470]
devised an approach in which class embeddings and a shared latent
space of image features were learned by modality-specific aligned VAE
(named CADA-VAE). The key to their model is that they aligned the
distributions learned from images and from side information to produce
latent features that contained the essential multimodal information
associated with unseen classes. They examined their learned latent
features on several benchmark datasets and confirmed novel state-of-
the-art performance on generalized few-shot or zero-shot learning. The
general view and detailed CADA-VAE model are illustrated in Fig. B.2.

Metalearning models [726] are subject to overfitting when there
are not enough training tasks for the metalearners to generalize.
Tseng et al. [727] proposed an effective and simple approach to
mitigate the risk of overfitting for gradient-based metalearning. They
randomly dropped the gradient in the inner-loop optimization during
the gradient-based adaptation stage so that the augmented gradients
enhanced generalization to novel tasks. They proposed a general form
of the presented gradient dropout regularization and demonstrated that
this term could be sampled from either a Gaussian or Bernoulli distribu-
tion. They empirically showed that the gradient dropout regularization
alleviated the overfitting issue and enhanced performance on different
gradient-based metalearning frameworks.

There are some more UQ methods that have been proposed in the
literature. For example, variational Bayes (VB) is computationally effi-
cient, theoretically grounded and generally applicable among methods

that realize probabilistic inference in DNNs. Wu et al. [454] devised



Information Fusion 76 (2021) 243–297M. Abdar et al.
Table C.5
A summary of various UQ methods applied in computer vision and image processing tasks (sorted by year).

Study Year Data source Application # Images/videos # Classes Classifier UQ method Code

Kendall et al. [291] 2016 aCambridge
Landmarks dataset
(outdoor), 7 Scenes
dataset (indoor)

Camera
Relocalization

covering a ground
area of up to 50,000
m2 including
1920 × 1080 images,
640 × 480 images

4 classes, 7 classes Bayesian CNN Averaging MC
dropout samples
obtained from the
posterior Bernoulli
distribution of the
Bayesian CNN’s
weights

√

Kendall et al. [48] 2016 SUN RGB-D (Indoor),
CamVid (Outdoor)

Scene
understanding

SUN RGB-D: 5285
training and 5050
testing images, while
images were resized
to 224 × 224,
CamVid: 367 training
images and 233
testing images of
day and dusk scenes,
while images were
resized to 360 × 480

CamVid: 11 classes,
SUN RGB-D: 37
classes

Bayesian SegNet MC sampling with
dropout

√

Kendall et al. [270] 2017 CamVid and NYU
v2, Make3D

Semantic
segmentation

600 and 1449, 534 11 and 40 BDL MC dropout
√

Gal et al. [357] 2017 Synthetic dataset,
UCI datasets, MNIST

RL N/A N/A NNs Continuous relaxation
of dropout’s discrete
masks, using BDL

√

Ilg et al. [282] 2018 Sintel train clean,
Sintel train final,
KITTI 2012+2015,
FlyingThings3D

Optical flow
estimation

N/A N/A Multi-headed
network architecture
that yields multiple
hypotheses in a
single network
without the need of
sampling

Uncertainty estimates
efficiently a single
forward pass and
without the need for
sampling or
ensembles

√

Bhattacharyya et
al. [295]

2018 Cityscapes dataset Long-term
on-board
prediction Of
people

2975 training, 500
validation and 1525
test video sequences
of length 1.8 s (30
frames) having
resolution of
2048 × 1024 pixels

20 RNN
encoder–decoder +
CNN +
LSTM-Bayesian

MC and minimizing
the KL divergence of
its approximate
weight distribution

×

Gast and Roth [283] 2018 FlyingChairs, Sintel,
CIFAR10 and MNIST

Uncertainty
prediction on
CNN

N/A N/A Lightweight
probabilistic CNNs
(FlowNetADF and
FlowNetProbOut and
ProbOut)

Apply uncertainty
propagating layers
using Gaussians
(Building upon
standard maximum
conditional likelihood
learning while
concentrating on
probabilistic outputs)

×

Lambert et al. [640] 2018 ImageNet, Multi-30K Image
classification and
machine
translation

N/A 30 thousand Flickr
images

CNN+LSTM Proposed LUPI
(Learning Under
Privileged
Information) which
makes variance of a
function of the
privileged
information. Then
using the privileged
information in
heteroscedastic
dropout to estimate
uncertainty

√

Kendall et al. [641] 2018 CityScapes Scene geometry
and semantics

2,975 training and
500 validation
images at
2048 × 1024
resolution. 1,525
images are withheld
for testing on an
online evaluation
server

20 Deep convolutional
encoder followed by
convolutional
decoders

A principled loss
function which can
learn a relative
weighting
automatically from
the data and is
robust to the weight
initialization

√

Dorta et al. [272] 2018 Splines and Ellipses
(synthetic), CelebA,
CIFAR10

Image
reconstruction

CelebA (202,599
images of faces),
CIFAR10(182,637,
19,962)

N/A Deep probabilistic
generative models
(AE and VAE)

Structured Gaussian
(Gaussian random
field)

√

Prokudin et al. [287] 2018 PASCAL 3D+, IDIAP,
CAVIAR-o,
TownCentre coarse
gaze estimation

Pose estimation 36000, (42304
images for training,
11995 images for
validation, 11996
images for testing),
(10802 images for
training, 5444
images for
validation, 5445
images for testing),
(6916 images for
training, 874 images
for validation, 904)

12 Probabilistic deep
learning model on
top of Biternion
network approach
and the finite VM
mixture model

Probabilistic deep
learning model by
extending von Mises
distributions

√

Le et al. [276] 2018 KITTI Object detection
in safety-critical
applications

N/A N/A Single Shot Detector
(SSD)

A MC integration by
sampling the
network outputs
through the softmax
function

×

Pascual et al. [279] 2018 DeepGlobe Land
Cover classification
challenge

Land cover
semantic
segmentation

1.146 satellite RGB
images of size
2448 × 2448 pixels,
split into train-
ing/validation/test,
each with
803/171/172 images

7 Gated Convolutional
Network (GCN)

Uncertainty GCNN ×

(continued on next page)
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Table C.5 (continued).
Study Year Data source Application # Images/videos # Classes Classifier UQ method Code

Huang et al. [278] 2018 CamVid Semantic
segmentation in
videos

Total 701 labeled
frames split into 367
training frames, 101
validation frames
and 233 test frames

11 Bayesian SegNet
model, Tiramisu
model, FlowNet for
optical flow
estimation

TA-MC (Temporal
aggregation method)
and RTA-MC
(Region-Based
Temporal
Aggregation)

×

Taha et al. [271] 2019 Clothing1M, Honda
driving

Image and video
retrieval

1M images, 104 h of
driving

14 CNN+LSTM Extension to triplet
loss that models data
uncertainty for each
input Also, it models
local noise in the
embedding space.

×

Zheng [288] 2019 Cast Search in
Movies (CSM),
IARPA Janus
Surveillance Video
Benchmark (IJB-S)

Video-based face
recognition

N/A 2 CNN Uncertainty-Gated
Graph (UGG) which
conducts graph-based
identity propagation
between tracklets,
which are
represented by nodes
in a graph.

×

Yasarla et al. [642] 2019 Single image
de-raining

12700 images 2 UMRL (Uncertainty
guided Multi-scale
Residual Learning)
method based on
cycle Spinning+RNN

UMRL
√

Xue et al. [643] 2019 ISIC Skin lesion
classification

3,582 images for
training

2 CNN OUSM (Online
uncertainty sample
mining method)

×

Hama et al. [445] 2019 MS COCO, Flickr30k Image-caption
embedding-and-
retrieval
task

COCO (113,287
images for training,
5,000 images for
validation, and 5,000
images for testing),
Flickr30k (30,000
images for training,
1,000 images for
validation, and 1,000
images for testing)

5 DNN+CNN Model averaging
obtained over feature
uncertainty+model
averaging achieved
over posterior
uncertainty

×

Mukhoti et al. [9] 2019 Cityscapes dataset Semantic
segmentation

2975 images for
training, 500 images
for validation, 1525
images for testing

50 Bayesian DeepLab MC dropout ×

Harakeh et al. [275] 2019 Berkley Deep Drive
(BDD) 100K Dataset
(BDD), KITTI, MS
COCO, Pascal VOC

Object detection BDD: 80K frames
(70K/10K
training/validation),
KITTI: 7; 481 frames,
MS COCO: 223K
frames (118K/5K
training/testing),
Pascal VOC: 5823
frames (testing)

BDD and KITTI: 7
common road scene,
MS COCO: 81,
Pascal VOC: 20

DNN BayesOD
(Bayesian-based
object detectors)

√

He et al. [277] 2019 MS-COCO, PASCAL
VOC 2007

Object detection For PASCAL VOC:
20075k
voc_2007_trainval
images and 5k
voc_2007_test images

N/A Faster R-CNN+FPN
(Feature Pyramid
Network)+
Mask-R-CNN

A new bounding box
regression loss
(modeling bounding
box predictions as
well as ground-truth
bounding boxes as
Gaussian distribution
and Dirac delta
function,
respectively)

√

Liu et al. [274] 2019 Multiple indoor and
outdoor datasets

Depth estimation
for 3D scene
reconstruction

N/A N/A D-Net (CNNbased) +
K-net (Kalman filter)
+ R-Net (based on
U-Net with skip
connections)

BDL ×

Abbasnejad et
al. [644]

2019 GuessWhat dataset Asking
goal-oriented
questions

155,281 dialogs
related to 821, 955
question/answer
pairs with
vocabulary size of
11,465 on 66,537
images as well as
134,074 objects

N/A RNN+LSTM Bayesian-based model ×

Peterson et al. [292] 2019 CIFAR10H (for
training), CIFAR10,
IFAR10.1v6,v4,
CINIC10,
ImageNet-Far for
testing

Improving
robustness of
adversarial
attacks

10,000 images,
50,000, 2,000,
210,000, N/A images

N/A CNN Increasing
distributional shift

√

Bertoni et al. [286] 2019 KITTI, nuScenes 3d pedestrian
localization

7,481 training
images, N/A

N/A DNN (2D joints) + a
light-weight
feed-forward network
(the 3D location)

MC dropout
√

Asai et al. [273] 2019 NYU depth dataset
V2

Depth estimation N/A N/A CNN Pixel-wise
regression

Formulating
regression with
estimation of
uncertainty as MTL

×

(continued on next page)
two methods to turn VB into a robust inference tool for BNNs. The first
method presented a new deterministic way of approximating moments
in NNs and eliminated gradient variance. The second method proposed
a hierarchical prior for the parameters and a new empirical Bayes
technique for the automated selection of prior variances. The resulting
method combining these two methods is very robust and efficient.
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Another research direction is related to GP models for use in BNNs.
A flexible and simple technique for generating expressive priors in GP
models produces new kernels from a combination of basic kernels.
Despite the link between BNNs and GPs, the BNN analogue of this
method has not yet been investigated. Pearce et al. [728] explored BNN
architectures mirroring such kernel combinations. They further showed
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Table C.5 (continued).
Study Year Data source Application # Images/videos # Classes Classifier UQ method Code

Loquercio et
al. [284]

2019 Udacity dataset End-to-end
steering angle
prediction,
obstacle motion
prediction and
closed-loop
control of a
Quadrotor

N/A N/A DNN Bayesian inference
MC

×

Martinez, et
al. [280]

2019 CT scans of woven
composite materials

Automatically
segmenting a
diverse set of
Volumetric CT
scans of woven
composite
materials

They divided entire
1001 × 1150x1150
volume into a set of
48 sub-volume for
training and sets of
8 for both validation
and testing steps

2 CNN (VNet 3D) MC dropout both
during training and
inference

×

Postels et al. [281] 2019 CamVid Semantic
segmentation
and depth
regression

N/A 11 out of 32 CNN Sampling free noise
injection

√

He et al. [285] 2019 Human 3.6M, MPII
validation

Human pose
estimation

N/A N/A CNN Multivariate Gaussian ×

Peretroukhin et
al. [645]

2019 Synthetic dataset,
7-Scenes, KITTI

Probabilistic
regression of
elements of
SO(3)

DNN called
HydraNet (extened
version of
multi-headed
networks)

N/A N/A Regression units ×

Yu et al. [289] 2019 Market-1501,
DukeMTMC-ReID,
CUHK01, CUHK03

Person
re-identification

N/A 2 DistributionNet
(CNN, with random
feature vectors)

Gaussian distribution
√

Zhang et al. [646] 2019 Train400, Test12,
Berkeley
segmentation dataset
(BSD68)

Image restoration N/A N/A PRL (Probabilistic
Residual Learning)

UQ (aleatoric) with
CVAE (Conditional
Variational
Auto-encoders) loss

√

Carbone et al. [293] 2020 MNIST and Fashion
MNIST

Gradient-based
adversarial
attacks

1000 test images
from both datasets

N/A BNNs HMC and VI support ×

Harris et al. [647] 2020 CIFAR-10, Fashion
MNIST, ImageNet

Image, audio,
text and point
cloud
classification
(mixed sample
data
augmentation)

N/A N/A MixUp, FMix,
FastText-300d, CNN,
FastText,
bi-directional LSTM,
BERT

Relative entropy
objective

√

Miolane and
Holmes [648]

2020 Synthetic datasets Representation
learning

N/A N/A VAE Riemannian VAE ×

Zhou et al. [310] 2020 Synthetic and GTAV,
SYNTHA and
Cityscapes datasets

Cross-domain
semantic
segmentation

N/A N/A Teacher–student
network

UA consistency
regularization and
uncertainty-guided
consistency loss

×

Zhang et al. [649] 2020 Six challenging
benchmark datasets

RGB-D saliency
detection

N/A N/A Conditional VAE UC-Net ×

Lee and Lee [650] 2020 CASIA-Webface,
COMA, 300W-LP,
CelebA,
AFLW2000-3D

3D face
reconstruction

CASIA-Webface: 494k
images, COMA:
20,000 different
meshes for 12
various subjects,
300W-LP: 60k
images, CelebA:
200k images,
AFLW2000-3D: N/A

N/A Graph CNN and GAN Uncertainty-Aware
Mesh Decoder

×

Wang et al. [651] 2020 RAF-DB, FERPlus,
AffectNet and
WebEmotion

Facial expression RAF-DB: 30,000
different facial
images, FERPlus:
28,709, 3,589 and
3,589 images for
training , validation
and test,
respectively,
AffectNet: 450,000
images, WebEmotion:
41,000 videos

N/A CNN SCN: Self-Cure
Network

√

Yang et al. [652] 2020 KITTI and EuRoC
MAV

Monocular visual
odometry

N/A N/A Self-supervised
network

D3VO ×

Chang et al. [653] 2020 MS-Celeb-1M, LFW,
MegaFace, CFP, YTF
and IJB-C

Face recognition MS-Celeb-1M:
3,648,176 images,
the rest of datasets
used: N/A

MS-Celeb-1M: 79,891
subjects, the rest of
datasets used: N/A

CNN
(ResNet+SE-block)

DUL (Data
uncertainty learning)

×

Polic et al. [654] 2020 13 different ETH
synthetic datasets
and KITTI datasets

Camera model
selection

ETH: 14–76 images,
2k–85k 3D points as
well as 50k–795k
observations, KITTI:
N/A

N/A N/A AC (Accuracy-based
Criterion), ACS
(AC-based camera
model Selection) and
LACS (learning ACS)

√

Nan and Ji [655] 2020 BSDS500 and three
other standard
benchmark datasets

Image
deconvolution

BSDS500: 500 latent
images, the rest of
datasets used: N/A

N/A CNN (U-Net) TLS (Total least
squares)

×

Kumar et al. [656] 2020 10 different face
alignment datasets

Face alignment See Table 1 in [656] See Table 1 in [656] U-Net LUVLi loss (Location,
Uncertainty, and
Visibility Likelihood)
with CEN (Cholesky
Estimator Network)
and VEN (Visibility
Estimator Network)

×

(continued on next page)
how BNNs could generate periodic kernels that were often helpful in
this context. Their empirical experiments demonstrated the practical
value of these ideas in reinforcement and supervised settings. On the
279
other hand, two prime obstacles to the adoption of variational BNN
are the high parameter overhead and the difficulty of implementation
that occur due to the programming overhead. MC dropout addresses
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Table C.5 (continued).
Study Year Data source Application # Images/videos # Classes Classifier UQ method Code

Cheng et al. [657] 2020 DTU, Tanks and
Temple

Multi-stage depth
prediction

N/A N/A CNN UCS-Net:
Uncertainty-aware
Cascaded Stereo
Network

√

Tang et al. [658] 2020 AQA-7, MTL-AQA
and JIGSAWS

Action quality
assessment

N/A N/A CNN MUSDL: Multi-path
uncertainty-aware
score distributions
learning

√

Carvalho et al. [659] 2020 CamVid Semantic
segmentation
and pixel-wise
depth regression

N/A N/A CNN Functional VI ×

Angelopoulos et
al. [660]

2020 ImageNet and
ImageNet-V2

Image classifiers N/A N/A CNN Conformal prediction
√

Table C.6
A summary of various UQ methods applied in medical application tasks (sorted by year).

Study Year Classifier Application Disease/cancer # datasets UQ method Code

Leibig et al. [50] 2017 CNN Classification Diabetic Retinopathy 3 MC dropout ×

Jungo et al. [661] 2017 CNN Segmentation Brain tumor 1 MC dropout ×

Ozdemir et
al. [662]

2017 Bayesian
CNN

Segmentation Nodule detection 1 VI ×

Tanno et al. [663] 2017 CNN Classification Brain tumor 2 VI ×

Jungo et al. [57] 2018 CNN Segmentation Brain tumor 1 MC dropout ×

Kwon et al. [664] 2018 BNNs Classification Cardiovascular 2 VI ×

Ayhan and
Berens [665]

2018 DNNs
(ResNet50)

Data
augmentation

Fundus images 1 MC dropout ×

Jungo et al. [666] 2018 U-net Segmentation Brain tumor 2 MC dropout ×

Wang et al. [667] 2018 CNN Segmentation Brain tumor 1 Weighted loss function,
network-based uncertainty
(Softmax output) and
scribble-based uncertainty
(the geodesic distance to
different scribbles)

×

Moccia et
al. [668]

2018 CNN Classification and
tagging

Surgical data of
various diseases

2 Superpixel (Spx)-based
classification of anatomical
structure

×

McClure et
al. [669]

2018 CL Segmentation Brain segmentation 5 DWC: Distributed weight
consolidation

×

Wang et al. [38] 2019 CNN Segmentation Brain tumor 1 Ensemble ×

Tousignant et
al. [60]

2019 CNN Classification Disability progression
(brain)

2 MC dropout ×

Roy et al. [62] 2019 Bayesian
QuickNAT

Segmentation Brain segmentation 4 MC samples for voxel-wise
model

√

Jungo and
Reyes [670]

2019 U-Net Segmentation Brain tumor 2 Softmax entropy, MC
dropout, Ensembles

√

Orlando et
al. [671]

2019 U-Net Segmentation OCT scans 2 MC dropout ×

Ghesu et al. [672] 2019 DenseNet-
121

Classification Thoracic disease 2 MC dropout ×

Baumgartner et
al. [673]

2019 U-Net Segmentation Thoracic and
prostate

2 Ensemble
√

Raczkowski et
al. [674]

2019 Bayesian
CNN

Classification Colorectal cancer 1 VI ×

Xue et al. [643] 2019 ResNet-101 Classification Skin cancer 1 Ensemble ×

Eaton-Rosen et
al. [675]

2019 U-Net Segmentation and
regression

Histopathological cell
and white matter
hyperintensity
counting

2 MC dropout ×
(continued on next page)
these obstacles well but has limitations in model performance when it is
applied in networks with batch normalization layers. Chang et al. [486]
designed a general variational family for ensemble-based BNNs that
280
included dropout as a special case. They also proposed two mem-
bers of the family that worked well with batch normalization layers
while preserving the advantages of low parameters and programming
overhead.
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Table C.6 (continued).

Study Year Classifier Application Disease/cancer # datasets UQ method Code

di Scandalea et
al. [676]

2019 U-Net Segmentation Axon myelin 2 MC dropout
√

Filos et al. [677] 2019 BDL Classification DR 1 MC dropout, ensembles
and VI

×

Ravanbakhsh et
al. [311]

2019 conditional
GAN
(cGAN)

Semantic
segmentation

Cardiovascular
disease

1 The scores generated by
using the adversarial
discriminator

×

Jena and
Awate. [678]

2019 Bayesian
DNN

Segmentation Brain tumor, cell
membrane and chest
Radiograph organ

3 MC dropout ×

Tanno et al. [679] 2019 CNN Classification Brain tumor (Glioma)
and MS (multiple
sclerosis)

4 VI ×

Soberanis-Mukul
et al. [680]

2019 CNN and
GCN

Segmentation Organ segmentation
(pancreas)

1 MC dropout ×

Hu et al. [681] 2019 Probabilistic
U-Net

Segmentation Lung nodule CT
dataset and
MICCAI2012 prostate
MRI

2 VI ×

Hu et al. [465] 2020 U-net and
the
Adaptive-
CS-Net

MRI
reconstruction
and Curve fitting

Knee and brain MRI 2 MC dropout and deep
ensembles

×

Luo et al. [682] 2020 DCN (Deep
commensal
network)

Segmentation Cardiovascular
disease

4 MC dropout ×

Hoebel et
al. [683]

2020 U-Net Segmentation Lung disease 1 MC dropout ×

Liu et al. [317] 2019 CNN Classification 𝑠𝑂2 2 DSL (deep spectral
learning)

×

Seeböck et
al. [684]

2019 Bayesian
U-Net

Segmentation Retinal OCT scans 3 MC dropout ×

Hiasa et al. [685] 2019 Bayesian
U-Net

Segmentation Cancer 2 MC dropout ×

Xue et al. [686] 2019 BNN and
U-Net

Classification Gigapixel phase
images

1 MC dropout and ensembles ×

LaBonte et
al. [687]

2019 3D Bayesian
CNN

Segmentation Material data (CT
scans)

2 VI
√

Liao et al. [688] 2019 DenseNet,
LSTM

Regression Cardiovascular
diseases

1 MC dropout ×

Raghu et al. [689] 2019 N/A Classification DR 1 DUP (Direct Uncertainty
Prediction )

√

Zhang et al. [690] 2019 ResNet Reconstruction
and classification

Knee MRI 2 Active acquisition ×

Ye et al. [585] 2020 Separable
dictionary-
LSTM

Tissue
micro-structure
estimation

Brain dMRI
(diffusion magnetic
resonance imaging)
scans

1 Residual bootstrap strategy ×

Xia et al. [691] 2020 Segmentation Pancreas and liver
tumor

2 UMCT ×

Gantenbein et
al. [692]

2020 Reversible
PHiSeg

Segmentation Lung and prostate 2 Variational function ×

Bian et al. [324] 2020 CNN Segmentation Cardiovascular and
retinal OCT

2 UESM (Uncertainty
Estimation and
Segmentation Module) +
UCE (Uncertainty-aware
Cross Entropy) loss

×

Donnat et
al. [693]

2020 Hierarchial
bayesian
network

Classification COVID-19 1 Stochastic
Expectation–Maximization

×

(continued on next page)
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Table C.6 (continued).

Study Year Classifier Application Disease/cancer # datasets UQ method Code

Mehrtash et
al. [694]

2020 U-Net Segmentation Brain, heart and
prostate

5 Ensembles ×

Wickstrø et
al. [695]

2020 CNN Segmentation Colorectal cancer 1 MC dropout ×

Carneiro et
al. [696]

2020 ResNet,
DenseNet

Classification Polyp 2 MC integration ×

Natekar et
al. [697]

2020 DenseUnet,
ResUnet,
SimUnet

Segmentation Brain tumor 1 TTD (test time dropout) for
VI

×

Li and
Alstrø [327]

2020 ResNet Segmentation Colon and skin
cancers

2 MC dropout ×

Dahal et al. [322] 2020 ResNet Segmentation Cardiovascular
disease

2 TTA, HSE (Horizontal
stacked ensemble), MC
dropout

×

Li et al. [698] 2020 MLP
(Multilayer
Perceptron)

Segmentation Autism 2 DistDeepSHAP
(Distribution-based Deep
Shapley value explanation)

√

Zheng et al. [699] 2020 ag-FCN
(attention
gated fully
convolu-
tional
network)

Segmentation Glands and infant
brain tissues

2 dd-AL (Distribution
discrepancy-based AL)

×

Wang et al. [700] 2020 ResNet Classification Lung disease and DR 2 DRLA (Deep Reinforcement
AL)

×

Quan et al. [701] 2020 ResNet Classification EGD (Esophagogas-
troduodenoscopy)

2 Bayesian uncertainty
estimates and ensemble

×

Yuan et al. [702] 2020 DNNs Classification Brain cell 2 Bayesian uncertainty ×

Chiou et al. [703] 2020 CycleGAN Segmentation Prostate lesion 2 Gaussian sampling ×

Wang et al. [704] 2020 Teacher–
student
model

Segmentation Left Atrium and
kidney segmentation

2 Double-uncertainty
weighted

×

Li et al. [705] 2020 ResUNet Segmentation Organ and skin
lesion segmentation

2 Self-loop uncertainty ×

Yang et al. [706] 2020 Deep Q
learning
and
Dual-UNet

Segmentation Catheter
segmentation

1 Hybrid constraints ×

Venturini et
al. [707]

2020 U-Net Segmentation Brain volumes and
healthy pregnant
females

2 test-time augmentation and
test-time dropout

×

Yu et al. [708] 2020 ResNet Classification Glaucoma 2 FusionBranch ×

Huang et
al. [709]

2020 ReLayNet Segmentation OCT (Optical
coherence
tomography)

1 MC dropout ×

Khairnar et
al. [710]

2020 Bayesian
CNN
(BCNN)

Classification Breast cancer 1 Modified BCNN ×

(continued on next page)
Bayesian inference facilitates a general framework for incorporating
specific properties or prior knowledge into machine learning techniques
by carefully selecting a prior distribution. Atanov et al. [729] presented
a novel type of prior distribution for CNN, a deep weight prior (DWP),
that examined generative models to encourage a certain structure for
trained convolutional filters. They devised a technique for VI with
implicit priors and denoted DWP in the form of an implicit distribution.
The experimental results empirically showed that DWP enhanced the
performance of BNNs when the training data is small and the initial-
ization of weights with samples from DWP-hastened training of the
CNN. Catastrophic forgetting is an unavoidable issue in CL models for
282
dynamic environments. Li et al. [730] introduced a technique termed
continual Bayesian learning networks (CBLN) to address this problem
that facilitates the networks in distributing supplementary resources to
acclimatize to new tasks without forgetting the formerly learned tasks.
CBLN preserved a mixture of Gaussian posterior distributions that are
combined with diverse tasks utilizing a BNN. The presented technique
did not require accessing past training data and could select proper
weights to classify the data points during test time automatically based
on an uncertainty criterion. Along with all listed UQ methods, there are
some other effective UQ methods that we would include here as well.
Alaa and van der Schaar [731] developed the discriminative jackknife
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Table C.6 (continued).

Study Year Classifier Application Disease/cancer # datasets UQ method Code

Ghesu et al. [711] 2020 Encoder–
decoder
network,
U-Net,
CNN)

Classification and
segmentation

MRI scans, Prostate,
Lung, Colorectal and
Ovarian cancer

3 Uncertainty-driven
Bootstrapping and
Dempster-Shafer evidence
theory

×

Eggenreich et
al. [712]

2020 BCNN Regression Bone age prediction 1 VI and BCNNs ×

Soberanis-Mukul
et al. [713,714]

2020 U-Net Segmentation Organ segmentation 2 GCNs
√

Prassni et
al. [715]

2020 Random
walker

Segmentation Volume segmentation N/A Guided probabilistic
volume segmentation

×

Ulmer et al. [716] 2020 N/A Classification Clinical data 2 OoD detection ×

Cao et al. [717] 2020 Dense U-Net Segmentation Automated breast
ultrasound

2 Temporal ensembling ×
Table C.7
A summary of various UQ methods used in NLP (sorted by year).

Study Year Published # dataset Classifier UQ method Code

Chien et al. [331] 2015 IEEE TNNLS 3 Bayesian learning R-BRNN-LM ×
Chen et al. [333] 2015 JBI 1 Active learning Uncertainty sampling ×
Ott et al. [338] 2018 ICML 3 Deep learning Beam search and sampling

√

Zhang et al. [336] 2018 NeurIPS 5 Deep learning BDLOB ×
Yijun et al. [342] 2019 AAAI 4 Deep learning N/A ×

Kong et al. [334] 2019 ICLR 2 Deep learning Element-wise variational
smoothing

×

Tran et al. [121] 2019 NeurIPS 1 Deep learning Bayesian layers ×
Fortunato et al. [124] 2019 arXiv 1 Deep learning BBB (Bayesian RNN)

√

Zhang et al. [215] 2019 ICML 2 Deep learning LIME ×

Roldán et al. [341] 2019 ACM FAccT 3 Black-box models
(Deep learning)

Uncertainty wrapper using
Dirichlet distribution

×

Xiao et al. [337] 2019 NeurIPS 2 Deep learning Variational transformers ×
Han et al. [335] 2019 TST 4 Deep learning ANFU ×
Zhang and Mahadevan [343] 2020 DSS 1 Deep learning BNN ×
(DJ) procedure. The proposed DJ approach is a flexible procedure that
is usable in a wide range of DL methods.

Shekhovtsov et al. [732] explored the cause of the enhanced gen-
eralization performance of deep networks due to BN. They argued
that the randomness of batch statistics was one of the prime reasons
for this. The randomness emerged in the parameters rather than in
activations, and the explanation was declared to be a handy Bayesian
learning method. They utilized this idea for other deterministic nor-
malization methods that were ignorant of the batch size. One of the
prime drawbacks of NN-based UQ is the high memory requirement
during training; which hinders their application in processing shal-
lower architectures and/or smaller fields of view (FOVs). Gantenbein
et al. [692] examined the efficacy of applying reversible blocks for
constructing memory-efficient NNs to quantify segmentation uncer-
tainty. The reversible architecture yielded memory savings by precisely
computing the activations from the outputs of successive layers during
backpropagation instead of accumulating the activations for each layer.
They incorporated the reversible blocks into an architecture termed
PHiSeg that was devised for UQ in medical image segmentation. The
reversible architecture, RevPHiSeg, permitted training NNs for quanti-
fying segmentation uncertainty on GPUs with restricted memory and
processing larger FOVs.

The authors of [9] reengineered DeepLab-v3+ to produce its
Bayesian counterpart applying the concrete dropout (CD) and MC
dropout inference techniques. The UQ and surrogate modeling tasks
for PDE systems are considered supervised learning problems in most
circumstances where output and input pairs are used for training [733].
Yang et al. [734] designed a framework for UQ for image registration
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using a low-rank Hessian approximation, a pathological image regis-
tration method using an image synthesis deep network and a predicted
registration parameter with a patch-based deep learning approach by
applying only image appearances. Their network predicted the initial
momentum for the deformation diffeomorphic metric mapping (LD-
DMM) model for both multimodal and unimodal registration problems.
The researchers in [270] proposed a BDL model that integrated epis-
temic uncertainty with input-dependent aleatoric uncertainty. Their
explicit uncertainty formulation produced a novel loss function that
could be interpreted as learned attenuation.

Zhu et al. [733] devised a physics-constrained deep learning model
for high-dimensional UQ and surrogate modeling without labeled data.
The ensembles of DNNs that belong to the mixture models class can be
employed to quantify prediction uncertainty [735]. Vishnu et al. [461]
presented deep learning frameworks for prognostics with UQ that were
helpful in conditions where (i) inherent noise was present in the
sensor readings, (ii) the operational conditions for the future were not
estimated, and (iii) labeled failure data was rare because of the scarcity
of failures. Constructing a Gaussian distribution over the weights and
sampling it to produce a distribution over the categorical output have
been employed for the approximation of distributions over the output
of classification NNs in BDL; however, this process is costly [736].
Begoli et al. [13] presented the challenges for the adoption of UQ
due to the absence of a sound underlying theory and new research
opportunities for the advancement of theoretical methods and practical
approaches to UQ in the area of AI-assisted medical decision making.

Kendall et al. [291] proposed a real-time, robust, six-degree-of-

freedom monocular visual relocalization system by applying a Bayesian
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convolutional neural network to single RGB images to regress the 6
degree-of-freedom (6-DOF) camera pose. They obtained an estimation
of the relocalization uncertainty of their system and enhanced the state-
of-the-art localization accuracy on an outdoor database of large scale
in nature. Semantic segmentation with BDL has been revolutionary
in obtaining uncertainty maps from deep models in semantic class
prediction [9]. To estimate whether a BDL model records an improved
uncertainty estimate compared with another model, we need new met-
rics. The authors of [735] utilized both variational Bayesian inference
and maximum likelihood to train compound density networks and
demonstrated that they could obtain competitive uncertainty estimates
on out-of-distribution (OoD) data that are robust in terms of adversarial
examples. To guarantee the high operational availability of equipment
and condition-based maintenance, multisensor time series data ex-
tracted from the remaining useful life (RUL) or prognostics estimation
are crucial. Hobbhahn et al. [736] utilized a Dirichlet approximation to
devise a lightweight uncertainty-aware output ranking for the setup of
ImageNet. In this regard, they used a 𝐿𝑎𝑝𝑙𝑎𝑐𝑒𝐵𝑟𝑖𝑑𝑔𝑒 to map a Gaussian
distribution onto a Dirichlet one.

BNNs do not scale well to computer vision tasks, as they are difficult
to train and show meager generalization under dataset shifts [462].
This generates the need for effective ensembles that can generalize
and produce trustworthy uncertainty estimates. The authors of [462]
obtained diversity in the output predictions used for multimodal data
modeling by optimizing the diversity inducing adversarial loss for
learning latent variables. Novel BDL tools make it possible to model
epistemic uncertainty in computer vision [270]. More information on
UQ methods can be found in Tables B.3 and B.4

Appendix C. UQ methods applied in computer vision and image
processing

See Tables C.5–C.7.
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