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A B S T R A C T

Adaptive modulation and coding schemes play a crucial role in ensuring robust data transfer in wireless
communications, especially when faced with changes or interference in the transmission channel. These
schemes involve the use of variable coding rates, which can be achieved normally through code puncturing
or shortening, and have been adopted in 4G and 5G communication standards. In recent works, auto-encoders
for wireless communications have demonstrated the ability to learn short code representations that achieve
gains over conventional codes. Such a methodology is attractive as it can learn optimal representations under
a variety of channel conditions. However, due to its structure the auto-encoder does not currently support
multiple code rates with a single model. This article draws upon the discipline of multi-task learning, as
it applies to deep learning and therefore devises a branching architecture for the auto-encoder and custom
training algorithm in training transmitter and receiver for adaptive modulation and coding. In this article
we aim to demonstrate improvements in Block Error Rate over conventional methods in the Additive White
Gaussian Noise channel, and to analyse the performance of the model under Rayleigh fading channels without
retraining the auto-encoder on the new channel. This article demonstrates a novel approach towards training
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auto-encoder models to jointly learn adaptive modulation and coding schemes framed as a multi-task learning
problem. The research outcomes extend end-to-end learning approaches to the design of adaptive wireless
communications systems.
1. Introduction

Adaptive modulation and coding (AMC) methods can enable wire-
less communication systems to optimise the transmission of data over
a channel with varying operating conditions, message sizes, and data
transfer rates. This involves adjusting the modulation scheme and error
correction coding rate in real-time based on the channel conditions.
AMC algorithms are designed to monitor the channel conditions in
real-time and dynamically select a suitable modulation and coding
scheme that provides the best trade-off between data rate and error
protection for the given channel conditions. The selection of the best
modulation and coding scheme is normally made by a look-up table
or an algorithm that maps the channel conditions to a particular
modulation and coding scheme with respect to transmit power, ex-
pected channel use and error rate [1]. The modulator/demodulator
and encoder/decoder algorithms for each modulation and code are
normally designed and implemented separately on the communication
platform [2]. This paper focuses on using machine learning techniques
to generate multiple coded modulation schemes from a unified model
architecture for channel adaptation.

In communications systems, the primary goal is to transmit a mes-
sage through a communication channel to a receiver and then recon-
struct the original message without error at the receiver. Distortions
that are introduced by the channel are the primary obstacle to an error
free recovery of the transmitted message.

Fig. 1 illustrates a simple wireless communications system, which
is the focus of our article. In such a system, a message 𝑀 , defined
in bits, is formatted and communicated by a transmitter over the air
(the channel) to be recovered and interpreted at the receiver. In order
to be transmitted, messages may be coded for error correction and
modulated for transmission over the channel. The modulation process
converts a bit sequence into a waveform where each discrete point
(symbol) in the waveform is represented as a series of complex symbols
𝑥(𝑡) ∈ C, having both in-phase and quadrature (IQ) components, where

indicates the discrete time step for the symbol. We use the term
‘symbol’’ after modulation because a single symbol can refer to more
han 1 bit of the original message. The number of bits mapped to

symbol is referred to as the order of the modulation. However, a
odulation is not necessarily sufficient to allow the receiver to recover

he message without error.
The subject of this research is coding, which is an essential com-

onent of any communication system that enables error detection and
orrection at the receiver end. A variety of techniques are available
o code a particular message, and these include linear block codes
nd convolutional codes. The resulting code words are longer than the
riginal message block, and the ratio between the original message
t length 𝐾 and the resulting 𝑁 bit code word is known as the code
ate 𝐾∕𝑁 . For smaller code rates, one requires more symbols to be
ransmitted across the channel. The ability to perform error correction
sing a coded message can achieve significant improvements over
ncoded messages (a coding gain) but this comes with a trade-off in
erms of the number of usages required to transmit the message, or
n other words, the amount of power required to send the message.
owever, the ability to receive a message without error reduces the
eed for re-transmissions.

As illustrated in Fig. 1, the coding and modulation are an integral
art of the system. Therefore in this article, we focus on the learning
f the coding and modulation process that assumes a perfect synchro-
isation of the transmitted signal with the receiver. The coding and
2

odulation stages in the wireless communications system are typically
designed in isolation of each other, and often, they do not account for
the distortions introduced by different types of channels. This method
of system design is referred to as the block design, where components
are individually optimised and do not consider interactions between
components or the channel distortion [3].

The ability to automatically learn each of the stages within a
wireless communications system presents an advantage over the block
design approach, since each of the stages can be optimised jointly with
respect to a given channel condition and hardware imperfection. As
such, learning how to transmit and receive coded information over
the wireless channel has recently attracted significant attention in the
field of wireless communications. Deep learning (DL) methods, and in
particular the AE architecture have been demonstrated to jointly opti-
mise both transmitter and receiver with respect to an assumed channel
model [2]. Such a joint approach, learns coding and modulation in an
end-to-end manner by gradual optimisation of the model parameters to
minimise the error produced in symbol-wise classification of individual
messages [2].

In end-to-end learning, a transmitter acts as an encoder network to
encode a message, while the receiver acts as the decoder network to
retrieve the original message [2]. The channel is represented either as
an instantaneous function which adds perturbations to the output of
the transmitter [2], may be learnt through adversarial techniques [4] or
reinforcement learning (RL) is applied without assuming a channel [5].
The design of the AE for wireless communications in [2], does not
support learning more than one code rate, in that approach support for
multiple code rates requires separate networks. Therefore the subject
of this research article investigates how to parameterise and alter the
structure of a single AE for wireless communications to enable support
for multiple code rates.

Multi-task learning (MTL) in DL research is concerned with the
challenge of training a single network architecture to concurrently
perform different but related tasks, which may also have a dependency
relation between them [6]. Approaches to MTL consider the architec-
ture design, model regularisation and training methods [6]. There is a
relationship between negative transfer in MTL and catastrophic forget-
ting which occurs in sequential learning [7,8]. Negative transfer occurs
when certain tasks negatively impact the ability to learn other tasks
when learnt concurrently [6]. Hence regularisation techniques acting to
minimise negative transfer during training are a key concern of MTL.
This is realised through the design of the network architecture (hard
sharing) as well as through weight regularisation and loss functions
(soft sharing) [6]. In this article we approach AMC from the perspective
of MTL and apply both hard sharing in the AE network design as well
as soft sharing in the approach to regularisation during the training
procedure. We demonstrate that a multi-branching variant of the AE
is better suited to learning AMC in comparison to a single path AE
network. The model is trained by iterating between end-to-end and
receiver only training, and we apply a weight averaging regularisation
technique [9] to improve the error rates for each of the resulting code
rates.

The main contributions of this paper are:

• To change the structure of the AE for wireless communications to
enable learning multiple code rates with a single neural network
architecture. A shared path with branching output heads are
activated based on a selected code rate parameter to support
end-to-end learning for AMC.

• To frame the end-to-end learning of AMC for wireless communi-
cations as a multi-task learning problem.

• Propose a training procedure which iterates between end-to-end
training and receiver training, producing lower error rates than

single step training.
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Fig. 1. A simplified schematic of a typical wireless communication system. In the transmitter, a binary message of 𝐾 information bits is coded as 𝑁 bits for error correction
during the Encode stage. The Modulation stage converts the bits into discrete complex symbols using amplitude, phase or frequency to differentiate bits. On the receiver side, the
demodulator converts the received modulation symbols to the original code word of length 𝑁 and the decoding block converts from the code back to the original 𝐾 information
bits of the message.
• To show that the proposed method achieves results closely match-
ing and improving upon performance of maximum likelihood
decoding (MLD) with conventional codes over several code rates
and channels.

The remainder of this article is structured in the following manner:
Section 2 provides an overview of the research into end-to-end learning
for wireless communications as well as describing multi-task learning
and adaptive modulation and coding. Section 3 describes the multi-rate
AE, the method of regularisation and its custom training procedure.
Section 4 reports on the BER and BLER of the model under several
channel environments. Section 5 describes the limitations of the model
and discusses the generalisation capability. The article concludes in
Section 6 where the summary of findings is given and further directions
for research are proposed.

2. Background and related work

The use of AE neural networks for learning an end-to-end wire-
less communications system was first proposed in [2]. An AE was
demonstrated to learn optimal short codes for the AWGN channel.
The AE model architecture as described by the article is illustrated
in Fig. 2. The model consists of symbol-wise encoding for 2𝐾 possible
messages, a transmitter containing multiple dense blocks (layers) and
an energy normalisation constraint, transmitter output IQ symbols for
a code size 𝑁 , an assumed channel function, and a receiver (also
containing multiple dense blocks) whose task is to predict the received
message index [2]. In a typical AE the middle layers are applied
to find a compressed set of features for the input, whereas in the
wireless communications design, the middle layers typically represent
the output of the transmitter, which are influenced by the distortion
provided by the channel function. By applying DL to the design of
wireless communications systems the article introduced the potential
use of generalised hardware platforms such as graphical processing
units (GPUs), and enabled the opportunity for optimisation against
complex channels without requiring an analytic mathematical model
for the channel [2]. The article demonstrated that an AE with a code
3

rate of 𝐾∕𝑁 = 4∕7 could achieve equal performance to MLD decoding
for the Hamming(7,4) code and that an AE trained on an interference
channel could achieve lower error rate than a quadrature amplitude
modulation (QAM) time sharing modulation scheme for equivalent
code sizes [2]. However, the design of the classifier architecture is
limited to a fixed number of message bits 𝐾 and a fixed code size 𝑁 ,
and is constrained to the domain of short length burst transmissions.
Such codes are beneficial for use in energy constrained communications
such as in the internet of things (IoT). The AE model as presented
in [2] serves as the canonical model for DL end-to-end communications
systems under simplified constraints. Related work stemming from this
initial research extends the AE architecture and examines applications
to end-to-end learning, over-the-air learning, and the use of custom
training algorithms.

A key assumption of the AE model as described in [2] requires
that a differentiable channel function for a given channel is predefined
to permit back-propagation between the transmitter and receiver. An
alternate approach is to train a generative adversarial network (GAN)
using observed perturbations from the true channel, thereby removing
the assumption of a predetermined channel. The approach described
in [4], applies this technique to approximate an unknown channel
function and provides a fully differentiable channel model for training
of the AE. The architecture is trained and evaluated on several channels
including the AWGN, Rayleigh Fading and Frequency Selective multi-
path channels. Under the AWGN and Rayleigh fading channels, the
AE-GAN model is compared with the end-to-end AE from [2], as well
as conventional coding methods, demonstrating the effectiveness of the
GAN in approximating the channel during training [4]. Each compo-
nent (transmitter, channel GAN and receiver) is trained in succession
using an iterative algorithm, where components not participating in
each training cycle had their weights frozen [4]. The architecture
assumed a constant size of 𝐾 message bits for the AE input and output,
and while it was able to approximate bit-wise output leveraging Con-
volutional Neural Network (CNN) layers to support differing message
lengths, it did not address the effect of altering the code size 𝑁 and
was not designed to produce multiple code rates without retraining.
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Fig. 2. The neural network architecture of the end-to-end AE for wireless communications described in [2]. The architecture of transmitter and receiver each consist of multiple
dense layers or blocks, and the transmitter includes an energy normalisation layer. The model is defined for a predefined number of message bits 𝐾 and a single code rate 𝑁 ,
as well as an assumed channel function ℎ(𝑧). The transmitter learns to encode message 𝑀 from one of 2𝐾 messages into IQ symbols which are sent over the assumed channel
function and the receiver learns to estimate the probability of the message 𝑀 given the received output of the channel 𝑟.
Another method for addressing the channel assumption was pro-
posed by leveraging an iterative training algorithm based on RL in [5,
10]. The training algorithm first trains the receiver by back-propagation
and in the second step applies the receiver loss to an approximation of
the gradient to perform back-propagation at the transmitter [5]. The
advantage of this method is that it is agnostic to the true channel,
although does require reliable feedback of losses from the receiver,
and applied an equalisation method from [2] in order to train against
the Rayleigh Block Fading (RBF) channel [5]. This latter point indi-
cates the dependency of DL methods on the perturbations that are
applied to their training data, in wireless communications systems,
these perturbations result from the channel environment. In [10] the
RBF channel is evaluated with and without equalisation, indicating
a slight difference in performance between the approaches. Changes
made to the channel, outside of that applied during training, will have
a negative impact on the performance of the model, hence further
investigation of approaches to regularisation for end-to-end training
are required for adaptability to changing channel conditions. While
the research focus for AE in wireless communications has addressed
the assumed channel function, we propose that adaptability can be
achieved by also considering an AMC scheme.

One approach to address adaptation, post training, is to deploy
and retrain the receiver independently of the transmitter on the true
channel, also referred to as tuning or transfer learning. This technique
is described in [3] where an iterative approach is applied to train the
AE end-to-end and secondly to fine-tune the receiver. The method is
demonstrated on a software defined radio (SDR) implementation during
an over the air (OTA) training phase [3]. OTA training allows a more
realistic channel environment as opposed to end-to-end training, and
requires additional stages to support synchronisation such as filtering,
timing, phase, and carrier frequency offset corrections [3]. Two sep-
arate sub-networks were incorporated prior to the receiver/decoder
model to correct for timing and phase offsets as well as learning new
features to assist in decoding [3]. While the trained system did not
perform as well as the comparative communications system, the work
demonstrates that receiver tuning OTA has the potential to improve
the adaptation of the overall system post end-to-end training and em-
phasises the mismatch between the analytic and actual channel models.
This is further evidence of the sensitivity of DL models to perturbations
4

during training. While we do not investigate an OTA implementation,
we do investigate the performance of an end-to-end AE on several
channels without retraining or tuning, and propose that an architecture
capable of generating AMC schemes is advantageous in environments
for which it was not initially trained.

Extensions of the AE architecture have been made to incorporate
concatenated coding techniques for reliable communications in [11]
where the AE learns the inner code and the outer code is implemented
with a low density parity check (LDPC) code. Such an outer code is
capable of variable code rates, independent of the AE model. In this
method, the AE performs bit-wise encoding and decoding as opposed
to the classification of a symbol-wise output in [2]. The role of the
receiver is to estimate the log-likelihood ratio for each bit and is
trained in a manner equivalent to maximising the achievable rate of the
communications system [11]. Both the encoder and decoder are param-
eterised by the signal to noise ratio (SNR) and it is shown that learnt
constellations are correlated with the given SNR [11]. The association
of constellation and SNR enables a form of adaptive coding which does
not vary the code length, but may rearrange the constellation points
instead. In our approach we instead modify the AE model architecture
to allow parameterisation for a code index which permits the model to
learn a mapping between the code index parameter and a variable code
length, thereby achieving AMC by varying code rates.

Given an assumed channel, and a measure of the communication
error rate, it is possible to iteratively search for an optimal code rate.
A technique for this type of search is presented in [12]. The main
contribution of the article is first to address the issue of overfitting in
the end-to-end AE and propose an additional regularisation term that
maximises the mutual information between the transmitter symbols
and the output of an assumed channel function [12]. This regularisation
term is applied to the loss term of the AE and is approximated by
training a separate neural network. The search algorithm, described
as capacity driven AE, iterates over multiple SNR and trains AEs at
incremental code rates 𝐾∕𝑁 until improvement in the mutual infor-
mation over previous AE falls below a given threshold [12]. However,
long training durations, and the limitations around sampling for large
message bit lengths are a disadvantage for AE. An exhaustive search is
feasible for short messages, but less feasible as 𝐾 increases. The ability
to design a single network architecture that can support multiple code
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rates could reduce the overall duration of such a search algorithm. To
make these changes to the AE architecture, we propose framing the task
of training multiple code rates as a MTL problem.

MTL seeks to regularise a network to perform several related but dis-
tinct tasks through the network architecture (hard sharing) or through
regularisation methods constraining weights in matching layers (soft
sharing) [6]. The simplest hard sharing approach uses a common single
path with multiple outputs to demonstrate that the relatedness between
tasks benefits network regularisation through the transfer of inductive
bias between those tasks [13]. This type of architecture also has the
advantage of limiting the number of parameters required by multiple
networks, since a common path is shared between separate branches
rather than requiring an individual network for each task [13]. Training
of such architectures is performed while learning multiple tasks simul-
taneously, whereas in our approach we train successively for single
tasks (code rates) using a common architecture. However successive
training on different tasks is well known to suffer from catastrophic
forgetting [7] also termed negative transfer in the MTL literature [6].
The challenge of MTL for sequential learning is approached in [14]
which proposes a dynamic architecture comprising of shared and task
specific paths which is trained in a sequential manner. This approach
is demonstrated to reduce the negative transfer between tasks on the
shared path [14]. During training and inference the structure of the
network is altered dynamically and enables the execution of one task
at a time [14], in this manner the parameterisation of each task is
implicit to the current organisation of the network. In our approach
we define tasks as code rates and dynamically reconfigure the network
structure during training and inference while supplying a code index
parameter to indicate which code rate the transmitter should output.
To regularise the shared path between tasks we make use of a simple
weight averaging regularisation [9].

Adaptation for both modulation and coding has been demonstrated
to achieve more reliable communications under varying levels of in-
terference when compared to adaptation for modulation only [15].
AMC-enabled systems have also been shown to produce higher data
transfer rates over various communication environments [16,17]. AMC
is implemented by selecting a combination of modulation scheme and
error-correcting code to achieve a target BER under a given SNR
partition [16,18]. Different code sizes may be constructed from the
same family of codes so that the minimum distance of the code remains
constant over varying SNR and channel fading conditions [19]. Such
codes can be formed by shortening, that is reducing both information
and code word bits, or puncturing by removing some of the parity
check bits from each code word [20]. Cyclic codes are well suited to
shortening and puncturing since the original decoding procedure can
be applied to the resulting code [20]. This category of codes includes
the Hamming code [21], Bose–Chaudhuri–Hocquenghem (BCH) code
[21,22] and the quadratic residue code (QRC) [21]. Rather than short-
ening a family of codes, we augment the end-to-end AE for wireless
communications to jointly learn multiple code rates. The advantage of
jointly learning modulation and coding would enable AMC schemes to
be tuned specifically for target channel conditions.

3. Methodology

In our work we consider the AE architecture in [2] as the canonical
DL architecture for jointly learning modulation and coding in a wireless
communications system. However the structure of the canonical AE is
limited to a single message bit size 𝐾 and a single code size 𝑁 . In
this article we make several alterations to the original AE architecture
to support end-to-end learning for AMC with multiple code sizes 𝑁 .
We modify the network architecture so that it is able to learn several
predefined code sizes by adding branching outputs at the transmitter
and receiver. We also add a parameter to select the code size index
during training and inference in the transmitter. In the main path of
the network we include skip connections [23] between blocks of dense
5

a

units to enable a slightly larger network to aid in learning multiple code
sizes.

This section includes the details for the changes to the AE archi-
tecture (Section 3.1), the approach to training for the transmitter and
receiver models (Section 3.2) and the selected channel functions that
are applied during training and evaluation (Section 3.3).

3.1. Model architecture

The AE, described in [2], consists of a single path through the net-
work and a channel function implemented as an AWGN layer (Fig. 2).
Estimation is performed as a classification for the corresponding one-
hot encoded input message 𝑀 . One-hot encoding represents each bi-
nary message 𝑀 by defining an input vector of the same length as the
number of unique binary messages (in 2𝐾 messages). Each unique mes-
sage is represented as a 1 at its corresponding index in the input vector
(a value from 0 to 2𝐾 −1) with all other positions of the vector set to 0.
Symbol-wise classification is performed at the receiver by learning to
estimate the probability of a given message at the corresponding vector
index 𝑝(𝑀|𝑟(𝑡)) given a set of channel symbols (in-phase and quadrature
values) 𝑟(𝑡). The index with the highest probability is mapped from the
index to the estimated binary message �̂� = argmax 𝑝(𝑀|𝑟(𝑡)).

The branching structure of our proposed model is inspired by hard
haring in MTL. In the simplest form of hard sharing, a common
etwork path is followed by a set of branches that correspond to
ach distinct task [6]. The common path learns shared features for all
asks. In our architecture a task, corresponding to a network branch,
epresents a different code rate 𝐾∕𝑁 due to the change in the code
ize 𝑁 . The common path contains two dense blocks composed of a
eed-forward layer, batch-normalisation [24] and either rectified linear
nit (ReLU) [25] or Swish [26] activation functions. The two dense
locks feature residual connections to form skip blocks which assist in
reventing extremes in the gradient during back-propagation of deeper
etworks [23]. Although these networks are relatively shallow, we have
ound that the skip connections do improve the performance of the
etwork.

In the transmitter, the common path accepts a concatenation be-
ween the one-hot encoded message and an embedding representing
he code index. The code size index is provided to a discrete gate that
etermines which branch of the network architecture should receive
eatures from the common path during the forward pass. Each branch
ontains a feed-forward layer followed by a linear activation. The
utput of the transmitter consists of a feed-forward layer followed by
tanh activation and an energy normalisation layer that is applied

rior to the channel function. An overview of the transmitter model
s shown in Fig. 3. The architecture is parameterised by a set of code
ates 𝑖 ∈

{

11,… , 𝑖𝑛
}

that are used by the branch node to select which
f the output branches are active during training and inference. The
ranch node is indicated by the Discrete Gate in the transmitter, Fig. 3
nd the receiver, Fig. 4.

The architecture of the receiver is illustrated in Fig. 4 and follows
similar pattern to that of the transmitter. Instead of receiving an

dditional code size parameter during inference, the length of the
eceived channel symbols is stored at the input to the network. Zero
adding is applied to the received symbols up to the maximum allowed
ode size. The padding layer is followed by a series of skip blocks
aving the same structure as those in the transmitter, prior to the
iscrete gate. The Discrete Gate receives the stored length parameter and
ses this to determine which output branch (Dense Layer 𝑖) to activate
n the forward pass. Each output branch consists of a feed-forward
ayer and a soft-max activation layer.

The number of units in the input layers of the transmitter relate
o the 2𝐾 possible messages while for the receiver the input units
epend on the code size that is selected in the transmitter. To determine
he number of units for the shared path of each network, a stepwise

pproach was applied. Starting from the value of 𝐾 the number of units
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Fig. 3. The transmitter contains a common path followed by a discrete gate which switches between the set of selected code sizes prior to merging and energy normalisation.
The transmitter sizes for N provide an example of how each branch represents a different code rate, and are an example of 4 bit model configuration.
Fig. 4. The receiver architecture follows a similar approach to the transmitter where the shared path is followed by a discrete gate and a separate classification layer corresponding
to each code size.
was gradually increased until an acceptable performance was achieved
during training. The list of layers and the number of units in each layer
of the transmitter network is shown in Table 1 and is shown for the
receiver network in Table 2.

Each branch in the transmitter and receiver represents a code of size
𝑁 . The code size parameter was supplied to the network as a choice
from a set of code sizes 𝑖 ∈ {𝑖𝑖,… , 𝑖𝑛}. Several variants of the network
architecture were trained to evaluate the effect of additional code sizes
(or increased number of tasks) on the overall performance of the model.
The branching transmitter and receiver networks were trained for three
6

message sizes, 𝐾 = 4 bits, 𝐾 = 7 bits and 𝐾 = 8 bits. For each case, the
network was trained to map 𝐾 information bits to multiple code sizes
of 𝑁 channel symbols for transmission. For the 𝐾 = 4 bit message size,
the code sizes included 𝑁 = 4, 8, 16 and 20, similarly for the 𝐾 = 7 bit
message size, code sizes 𝑁 = 11, 15, and 34 and finally for the 𝐾 = 8 bit
message configuration, code size 𝑁 = 6, 8, 17, 32 and 40 were selected.
The configurations for each model, message and code size are listed in
Table 3. The table also lists the total number of trainable parameters
in each neural network.
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Table 1
The number of units in each layer of the transmitter model. The list of choices for code size indices 𝑖 are provided as a parameter to
the architecture. During training and inference the one-hot encoded message and the selected code size index 𝑖 are provided as input to
the network.

Layer Units 𝐾 = 4 Units 𝐾 = 7 Units 𝐾 = 8 Group

Input 1 𝑀 = 2𝐾 units 16 128 256

Input layersInput 2 code size index 𝑖 1 1 1
Code index embedding 2𝐾 units 8 14 16
Concatenate 2𝐾 + 2𝐾 units 24 142 272

Dense layer 32 512 512

Skip block

Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 64 64 64
Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 32 512 512
Batch normalisation – – –
Activation (ReLU or Swish) – – –

Dense layer 32 512 512

Skip block

Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 64 64 64
Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 32 512 512
Batch normalisation – – –
Activation (ReLU or Swish) – – –

Gate layer – – –

Dense layer 𝑖 = 4, units = 8 𝑖 = 11, units = 22 𝑖 = 6, units = 12

Code size 𝑖 ∈
{

𝑖,… , 𝑖𝑛
}

branches
Dense layer 𝑖 = 8, units = 16 𝑖 = 15, units = 30 𝑖 = 8, units = 16
Dense layer 𝑖 = 16, units = 32 𝑖 = 34, units = 68 𝑖 = 17, units = 34
Dense layer 𝑖 = 20, units = 40 – 𝑖 = 32, units = 64
Dense layer – – 𝑖 = 40, units = 80

Linear activation – – –

Transmitter output for code size 𝑖
Reshape layer [2 × 𝑖] [2 × 𝑖] [2 × 𝑖]
Dense layer [2 × 𝑖] [2 × 𝑖] [2 × 𝑖]
Tanh activation – – –
Energy normalisation – – –
s
m
a
m
g
l
a
t
p
u
t
s
t
A
0

a
A
n
r
t
t
T
a
m
t
o
t
d
m
i

We compare the different model configurations against several con-
entional codes. The 𝐾 = 4 bit model is compared with the MLD
erformance of a system that uses uncoded binary phase shift keying
BPSK) modulation with extended Hamming (8,4) code. The 7 bit
odel is compared with three BCH coded systems, two of which use

hortened codes s-BCH(11,7) and s-BCH(34,7) derived from mother
odes BCH(15,11) and BCH(63,36) respectively, with the additional
ode being BCH(15,7). The K = 8 bit model is compared with uncoded
PSK and a QRC(17,8) code.

In both architectures, the gate function at layer 𝑙, 𝑓 (𝑙)
𝑔 is parame-

terised by the code rate index 𝑖 and input to the current layer ℎ(𝑙) =
(𝑙−1) (ℎ(𝑙−1)

)

which selects from a set of branches comprising the next
ayer 𝑓 (𝑙+1)

𝑖 ∈
{

𝑓 (𝑙+1)
0 , 𝑓 (𝑙+1)

1 ,… 𝑓 (𝑙+1)
𝑛

}

(Eq. (1)). In the transmitter, the

ode rate index is supplied as an explicit parameter to the network,
hereas in the receiver the code rate index is determined based on the
umber of symbols received from the channel. During the forward pass
nly one path through the branch is active (at the branch layer, the ac-
ive branch will be 𝑓 (𝑙+1)

𝑖 ). During back-propagation, no gradients exist
or the inactive branches, hence only the active branch receives the
radient update. Each of the respective shared paths in the transmitter
nd receiver, participate in back-propagation.

𝑓 (𝑙)
𝑔

(

𝑖, ℎ(𝑙)
)

= 𝑓 (𝑙+1)
𝑖

(

ℎ(𝑙)
)

,

here 𝑓 (𝑙+1)
𝑖 ∈

{

𝑓 (𝑙+1)
0 , 𝑓 (𝑙+1)

1 ,… 𝑓 (𝑙+1)
𝑛

} (1)

.2. Training algorithm

It is important to consider a suitable regularisation approach to pre-
ent negative impact on overall network performance between tasks.
his is achieved with two approaches, randomised sampling for code
7

ize during training, and weight regularisation. Training consists of
ini-batches (32 messages per batch) and code sizes are selected from
random uniform distribution each mini-batch. The update of each
odel is performed with back-propagation each mini-batch and the

radient is calculated for the selected code size. Over the course of
earning, the weights for each layer in the network are stored and are
veraged across mini-batches every ten iterations. This latter approach
o regularisation is based on the stochastic weight averaging (SWA)
erformed in [9], and in the results we have observed that training
sing SWA produces better performance as opposed to those networks
rained without SWA. SWA combined with a cyclical learning rate
chedule [27] is demonstrated in [9] to improve the generalisation of
he network. During training back-propagation is performed with the
dam optimiser [28] combined with the cyclical learning rate between
.0001 and 0.001.

In addition to the sampling scheme and SWA regularisation, an
lternating training algorithm is applied in four steps described in
lgorithm 1 and Fig. 5. These steps consist of: (1) train the end-to-end
etwork, (2) generate mini-batches using the transmitter, (3) train the
eceiver against a simulated channel and record the loss, and (4) update
he end-to-end network. In Step 1, back-propagation is run on the end-
o-end model which contains both the receiver and transmitter models.
his updates the weights in both the receiver and transmitter models,
nd the AWGN channel is simulated directly as part of the end-to-end
odel architecture. During Step 2, the transmitter is used to generate

he transmitter symbols and the channel is simulated independently
f both transmitter and receiver models. In Step 3, the receiver is
hen trained using the channel response as the receiver input, and
uring back-propagation the receiver loss is calculated against the true
essages. This allows the transmitter and receiver to be evaluated

ndependently and the resulting receiver loss is used to coordinate
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Algorithm 1 During training, the end-to-end model is trained iteratively with the receiver model.
Input: epochs ⊳ The number of training iterations.
Input: batchSize ⊳ The size of each training or validation batch.
Input: transmitModel ⊳ The transmitter model.
Input: receiveModel ⊳ The receiver model.
Input: endToEndModel ⊳ The end-to-end model containing transmitter, channel and receiver models.
Input: channel ⊳ The channel simulation function.
Input: snr ⊳ An initial SNR dB for perturbation of training data.
Input: codeSizeList ⊳ The set of allowed code lengths.
Output: endToEndModel ⊳ The end-to-end model updated after training.

𝑙𝑜𝑠𝑠 ← ∞
𝑤𝑒𝑖𝑔ℎ𝑡𝑠𝐿𝑖𝑠𝑡 ← []

for 𝑖← 1, 𝑒𝑝𝑜𝑐ℎ𝑠 do
if Train with random SNR then

𝑠𝑛𝑟← Random-Uniform(0,9) ⊳ Use randomised SNR to perturb data for training.
end if
codeSize <- Random-Uniform(codeSizeList) ⊳ Randomly select the code size for the training batch.
Train-EndToEnd(𝑏𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒, 𝑐𝑜𝑑𝑒𝑆𝑖𝑧𝑒, 𝑠𝑛𝑟, 𝑒𝑛𝑑𝑇 𝑜𝐸𝑛𝑑𝑀𝑜𝑑𝑒𝑙) ⊳ Fig. 5 (Step 1)
𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠← Transmit-Samples(𝑏𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒, 𝑐𝑜𝑑𝑒𝑆𝑖𝑧𝑒, 𝑠𝑛𝑟, 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑀𝑜𝑑𝑒𝑙, 𝑐ℎ𝑎𝑛𝑛𝑒𝑙) ⊳ Fig. 5 (Step 2)
𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐿𝑜𝑠𝑠← Train-Receiver(𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠, 𝑐𝑜𝑑𝑒𝑆𝑖𝑧𝑒, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑀𝑜𝑑𝑒𝑙) ⊳ Fig. 5 (Step 3)
if 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐿𝑜𝑠𝑠 < 𝑙𝑜𝑠𝑠 then

𝑙𝑜𝑠𝑠 ← 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐿𝑜𝑠𝑠
Save(𝑒𝑛𝑑𝑇 𝑜𝐸𝑛𝑑𝑀𝑜𝑑𝑒𝑙, 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑀𝑜𝑑𝑒𝑙, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑀𝑜𝑑𝑒𝑙) ⊳ Save models each time learning improves at the receiver.

end if
if 𝑖 mod 10 equals 0 then

𝑤 ← Average-Weights(𝑤𝑒𝑖𝑔ℎ𝑡𝑠𝐿𝑖𝑠𝑡)
Set-Weights(𝑒𝑛𝑑𝑇 𝑜𝐸𝑛𝑑𝑀𝑜𝑑𝑒𝑙, 𝑤) ⊳ Apply weight averaging every 10 iterations.

else
𝑤 ← Get-Weights(𝑒𝑛𝑑𝑇 𝑜𝐸𝑛𝑑𝑀𝑜𝑑𝑒𝑙)
Append(𝑤𝑒𝑖𝑔ℎ𝑡𝑠𝐿𝑖𝑠𝑡, 𝑤)

end if
Train-EndToEnd(𝑏𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒, 𝑐𝑜𝑑𝑒𝑆𝑖𝑧𝑒, 𝑠𝑛𝑟, 𝑒𝑛𝑑𝑇 𝑜𝐸𝑛𝑑𝑀𝑜𝑑𝑒𝑙) ⊳ Fig. 5 (Step 4)

end for

return 𝑒𝑛𝑑𝑇 𝑜𝐸𝑛𝑑𝑀𝑜𝑑𝑒𝑙

Fig. 5. Custom training algorithm consisting of several stages interleaving training of receiver and end-to-end model.
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Table 2
The number of units in each layer of the receiver model. The list of choices for code size indices 𝑖 are provided as a parameter to the architecture,
and selected at runtime based on the length of the received channel symbols.

Layer Units 𝐾 = 4 Units 𝐾 = 7 Units 𝐾 = 8 Group

Input 1 [2 × 𝑖] units [2 × 𝑖] [2 × 𝑖] [2 × 𝑖] Input from channel for code size 𝑖Flatten Layer 2𝑖 2𝑖 2𝑖

Dense layer 32 512 512

Skip block

Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 64 64 64
Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 32 512 512
Batch normalisation – – –
Activation (ReLU or Swish) – – –

Dense layer 32 512 512

Skip block

Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 64 64 64
Batch normalisation – – –
Activation (ReLU or Swish) – – –
Dense layer 32 512 512
Batch normalisation – – –
Activation (ReLU or Swish) – – –

Gate layer – – –

Dense layer 2𝐾 units 16 128 256 Output 𝑖 ∈
{

𝑖,… , 𝑖𝑛
}

BranchesSoftmax activation – – –
Table 3
Multiple variations of the model are trained with separate configurations for message bits K and code size N. The total trainable parameters
for each neural network counts all weights, biases, and batch normalisation parameters. The final column lists the conventional codes included
in comparisons of BER and BLER selected channel conditions.

Configuration Model variant K N Transmitter
parameters

Receiver
parameters

Comparison codes

1 4 bit single model 4 𝑖 ∈ {4} 3831 4880 Uncoded BPSK

2 4 bit multi-rate model 4 𝑖 ∈ {4, 8, 16, 20} 14 471 13 888 Uncoded BPSK
extended
Hamming(8,4)

3 7 bit multi-rate model 7 𝑖 ∈ {11, 15, 34} 671 151 767 616 s-BCH(11,7)
BCH(15,7)
s-BCH(34,7)

4 8 bit multi-rate code 8 𝑖 ∈ {6, 8, 17, 32, 40} 649 125 1 101 696 Uncoded BPSK
QRC(17,8)
d
d
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intermittent checkpointing of both models. Finally, Step 4 updates the
end-to-end network after weight averaging before the next training
iteration.

3.3. Channel functions

The assumed channel function that is applied during training of the
proposed model is the AWGN channel. Evaluation for the BER and BLER
is made on three channels, the AWGN and two variants of Rayleigh
fading differing in duration, the first applies fading to the entire block
(Block fading), and the second varies symbol to symbol (Bit fading).
When evaluation is carried out, the proposed models are not retrained
or tuned for the two additional fading channels.

In AWGN (Eq. (2)) additive Gaussian noise 𝑛(𝑡) is added to the
output of the transmitter 𝑧(𝑡), where 𝑡 is the discrete time step of the
transmitter output.

𝑟(𝑡) = 𝑧(𝑡) + 𝑛(𝑡) (2)

Eq. (3) shows the Rayleigh fading coefficient 𝑎(𝑡), at each discrete
time 𝑡, applied to the transmitted signal 𝑧(𝑡), prior to addition of
additive noise 𝑛(𝑡). The fading coefficient 𝑎(𝑡) = 1

√

2
|𝑎|𝑒𝑗𝜓 , is drawn from

a complex standard normal distribution 𝑎 ∼  (0, 1), and it’s argument
multiplied with the exponential waveform with phase parameter 𝜓 , we
ssume a constant phase 𝜓 = 0. The duration of the coefficient varies
9

p

under block or bit fading. In addition we assume no channel estimation
to reverse the effect of fading on the receiver.

𝑟(𝑡) = 𝑎(𝑡)𝑧(𝑡) + 𝑛(𝑡) (3)

The additive Gaussian noise 𝑛(𝑡) is drawn from the complex normal
istribution 𝑛(𝑡) ∼  (0, 𝜎2). The variance 𝜎2 is derived from the
esired SNR and the final output of the transmitter layer 𝑧(𝑡), having 𝑡 =
1⋯ 𝑇 ] discrete time steps. A desired level of noise is first supplied to
he channel simulation as the ratio of energy per bit to noise 𝐸𝑏∕𝑁0 dB.
o account for the selected code rate 𝑘∕𝑛, the 𝐸𝑏∕𝑁0 dB is converted
o the ratio of energy per symbol to noise 𝐸𝑠∕𝑁0 dB = 𝐸𝑏∕𝑁0 dB +
0𝑙𝑜𝑔10(𝑘∕𝑛). The components for 𝐸𝑠 and 𝑁0 are then estimated from
he transmitter symbols 𝑧(𝑡) where 𝐸𝑠 =

∑𝑇
𝑡=1 𝑧(𝑡)

2

𝑇 and 𝑁0 = 𝐸𝑠
𝐸𝑠∕𝑁0

. The

parameter 𝐸𝑠∕𝑁0 is also commonly referred to as SNR. The variance
is then estimated as 𝜎2 = 𝑁0∕2 and used to sample from the complex
ormal distribution.

The output at the transmitter is normalised by the energy constraint
𝑥‖22 ≤ 1 implemented in Eq. (4) where 𝑥(𝑡) ∈ C is the sequence of
omplex symbols output by the tanh activation layer and 𝑇 the number
f time steps in the sequence. During training it is possible to vary the
NR dB randomly or to train at a constant SNR dB. A fixed SNR of 6 dB

erformed best for the 4 bit message, however 7 bit and 8 bit messages
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Fig. 6. BER and BLER in AWGN of several training methods, training with a standard back-propagation algorithm and SWA weight averaging (MultiTxRx 1-Step SWA), multi-step
training without SWA (MultiTxRx NoSWA) and multi-step training with SWA and fixed SNR (MultiTxRx SWA Fixed SNR). Improvement in performance is indicated with the
addition of SWA as well as when training with the multi-step training procedure as opposed to the standard back-propagation.
were trained with random SNR between 0 − 9 dB.

(𝑡) =
𝑥(𝑡)

√

∑𝑇
𝑖=1 𝑥(𝑖)2∕𝑇

(4)

. Results

In this section we report the empirical evaluation for the proposed
odel at different code rates, listed in Table 3, for the AWGN and

he two fading channels. In each case we refer to the proposed model
s the MultiTxRx model to indicate a multi-branching transmitter and
eceiver. The first evaluation investigates the performance of the pro-
osed training algorithm. The second set of evaluations reports on the
erformance of different variations of the architecture. These two sets
f evaluations are used to examine the design choices for the model
tructure and training approach. After this we compare the set of code
ize configurations from Table 3 with the conventional codes in the
WGN channel, and evaluate performance without retraining or tuning

n the fading channels.
The performance of several training algorithms are evaluated in

ig. 6, with message size 𝐾 = 4 bits and code size 𝑁 = 4 (from
onfiguration 1, Table 3). Uncoded BPSK performance is included for
eference. The MultiTxRx 1-Step SWA model was trained using standard
ack-propagation and included weight averaging. MultiTxRx NoSWA
no weight averaging) and MultiTxRx SWA where trained with the

multi-step algorithm described in Fig. 5. The multi-step algorithm with
weight averaging (MultiTxRx SWA) produces lower BER and lower
BLER in comparison to standard back-propagation (MultiTxRx 1-Step
SWA). Training without weight averaging produces higher BER and
BLER.

Next, we compare the changes made to the AE architecture in Fig. 7
by training on multiple code sizes from configuration 2 in Table 3. The
different types of architecture shown in Fig. 7 include a Single Path AE,
Single Tx MultiRx, MultiTx SingleRx, MultiTxRx and MultiTxRx Residual.
The Single Path model consists of a single common path in the network.
The Single Tx MultiRx model applies a single path with a pooling layer
to realise multiple codes in the transmitter, and classifies multiple codes
using branching in the receiver. The structure is reversed in the MultiTx
SingleRx. When trained with multiple code sizes, MultiTxRx is similar
to the proposed architecture but does not feature skip connections
and the MultiTxRx residual is the proposed architecture, including skip
connections. The MultiTxRx Residual model performs better than the
other models and is close to the extended Hamming(8,4) BER. Both
versions of the MultiTxRx model exhibit similar BLER.
10
All code rates from configuration 2 in Table 3 are compared under
in the AWGN channel in Figs. 8 and 9 and in the Block Fading and Bit
Fading channels in Figs. 10 and 11 respectively. In the AWGN channel,
it is difficult to see the difference in performance between code rates
in relation to 𝐸𝑏∕𝑁0 (except for 𝐾 = 4, 𝑁 = 4). In contrast, Fig. 9
displays the BER and BLER related to the energy per symbol (𝐸𝑠∕𝑁0)
SNR dB. This example demonstrates that the smaller code rates can
achieve lower BER and BLER as the channel noise increases at the cost
of increased channel usage due to the increase in code size 𝑁 . The aim
of an AMC scheme is to maintain performance by trading off channel
use in varying SNR.

In the Block Fading channel (Fig. 10) we observe that the BER is
much higher than the uncoded BPSK while the BLER is much lower.
The BER is higher because symbol-wise classification does not perform
error correction of individual bits. An error on a code word may contain
more incorrect bits in a single forward pass estimation. However, this
approach achieves better BLER, as it can accurately classify, or map,
the entire code word for a corresponding message. In the Block Fading
channel, the entire code word is impacted by the channel fading. Bit-
interleaving techniques can be applied in this circumstance which can
produce an effect that is similar to a Bit Fading channel prior to
decoding. The difference between the code rates is most noticeable in
the Bit Fading channel (Fig. 11), performance improves as the code
rate decreases (at the expense of channel use). In this channel, the
𝐾 = 4, 𝑁 = 8 code is slightly better than the baseline extended
Hamming(8,4) code, as opposed to the AWGN channel. In the AWGN
channel, code rate 𝐾 = 4, 𝑁 = 8 is close to the baseline extended
Hamming(8,4) code, but differs slightly in higher SNR. The model is
not retrained on either of the fading channels and is able to perform
close to or better than the baseline.

Fig. 12 displays the performance of the 𝐾 = 7 bit message and
code rates from configuration 3 of Table 3 in the AWGN channel. The
figure shows slight gains for BLER over the shortened s-BCH(11,7)
and BCH(15,7) codes, and similar performance to the shortened s-
BCH(34,7) code. There is less difference in BER performance for these
codes. Under the Block Fading channel in Fig. 13 the BER is again
higher, but the BLER is lower in comparison to the reference codes.
In the Bit Fading channel, shown in Fig. 14, incremental gains are
achieved on all code rates in comparison to the BCH and shortened
codes (Fig. 14).

Configuration 4 from Table 3 for the 𝐾 = 8 bit message and selected
code sizes, is compared with the uncoded BPSK and the QRC code in
the AWGN (Fig. 15), Block Fading (Fig. 16) and Bit Fading (Fig. 17)

channels. In AWGN the BER produced by the model at the lower code
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Fig. 7. The multi-branching Tx Rx architecture is compared with four variants of the architecture, a non-branching single path architecture (Single Path), a single branch transmitter
with multi branch receiver (SingleTx MultiRx), the multi-branch transmitter and single receiver (MultiTx SingleRx) and multiple branching transmitter receiver with and without
residual connections (MultiTxRx Residual and MultiTxRx). The choice of network architecture influences performance for the multi-task estimation of multiple code rates.

Fig. 8. BER and BLER in AWGN for MultiTxRx model with K = 4 bits and N = [4, 8, 16, 20] compared with BPSK uncoded and extended Hamming(8,4) maximum likelihood
decoding (MLD).

Fig. 9. The coding gain for each respective code rate is visible when plotting the BER and BLER in AWGN over the energy per symbol (𝐸𝑠∕𝑁0) SNR dB. The advantage of learning
multiple codes enables operation under increased noise in the channel.
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Fig. 10. BER and BLER in the Block Fading channel for MultiTxRx model with K = 4 bits and N = [4, 8, 16, 20] compared with BPSK uncoded and extended Hamming(8,4)
maximum likelihood decoding (MLD). The proposed module was originally trained on the AWGN channel and is not trained for the Block Fading channel.

Fig. 11. BER and BLER in the bit fading channel for MultiTxRx model with K = 4 bits and N = [4, 8, 16, 20] compared with BPSK uncoded and extended Hamming(8,4) maximum
likelihood decoding (MLD). The proposed module was originally trained on the AWGN channel and is not trained for the bit fading channel.

Fig. 12. BER and BLER in the AWGN channel for MultiTxRx model with K = 7 bits and N = [11, 15, 34] compared with shortened BCH codes s-BCH(11,7), s-BCH(34,7) and
BCH code (15,7) maximum likelihood decoding (MLD), and trained with random SNR.
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Fig. 13. BER and BLER in the Block Fading channel for MultiTxRx model with K = 7 bits and N = [11, 15, 34] compared with shortened BCH codes s-BCH(11,7), s-BCH(34,7)
and BCH code (15,7) maximum likelihood decoding (MLD). The proposed module was originally trained on the AWGN channel and is not trained for the Block Fading channel.
Fig. 14. BER and BLER in the bit fading channel for MultiTxRx model with K = 7 bits and N = [11, 15, 34] compared with shortened BCH codes s-BCH(11,7), s-BCH(34,7) and
CH code (15,7) maximum likelihood decoding (MLD). The proposed module was originally trained on the AWGN channel and is not trained for the bit fading channel.
Fig. 15. BER and BLER in the AWGN channel for MultiTxRx model with K = 8 bits and N = [6, 8, 17, 32, 40] compared with BPSK uncoded and Quadratic Residue Code (QRC)
K = 8, N = 17 maximum likelihood decoding (MLD), and trained with random SNR. The code (6,8) provides a higher channel usage than uncoded BPSK at 1.33 bits per channel
usage.
rates is similar to the baseline code QRC(17,8) and BLER is slightly
lower. The BER in the Block Fading channel, shown in Fig. 16, is
worse than the target baseline QRC code, however, as we have seen
in the other configurations, the BLER for the same code size and lower
code rates is slightly better than the reference code. In the Bit Fading
13
channel, both BER and BLER achieve equal or better performance than
the reference QRC(17,8) code. However, the BER for higher code rates
𝐾 = 8, 𝑁 = 8 and 𝐾 = 8, 𝑁 = 6 do not perform as well as the uncoded
BPSK in lower SNR, but do achieve gains for the BLER. This is also
apparent in the AWGN channel.
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Fig. 16. BER and BLER in the Block Fading channel for MultiTxRx model with K = 8 bits and N = [6, 8, 17, 32, 40] compared with BPSK uncoded and Quadratic Residue Code
(QRC) K = 8, N = 17 maximum likelihood decoding (MLD). The proposed module was originally trained on the AWGN channel and is not trained for the Block Fading channel.
Fig. 17. BER and BLER in the bit fading channel for MultiTxRx model with K = 8 bits and N = [6, 8, 17, 32, 40] compared with BPSK uncoded and Quadratic Residue Code
(QRC) K = 8, N = 17 maximum likelihood decoding (MLD). The proposed module was originally trained on the AWGN channel and is not trained for the bit fading channel.
5. Discussion

Comparison of the proposed model with the selected codes s-
BCH(11,7), BCH(15,7), s-BCH(34,7) and QRC(17,8), demonstrated
lower BLER in each of the channels and notably under the Bit Fading
channel without retraining. While the BLER was close to the extended
Hamming(8,4) code in each of the channels. In both the AWGN and
Block Fading channels the BER was often poorer than the comparison
code. As noted this is due to the classification for an entire code word
rather than at the bit level and for the Block Fading channel, this
effect of fading can be mitigated through the use of bit interleaving.
However, the performance of a code is also dependent on the smallest
minimum distance between all code words. Since the transmitter learns
continuous codes, instead of binary codes, the minimum Euclidean
distance is more appropriate measure of distance for those codes.

Fig. 18 shows the Euclidean distances between each of the learnt
code words in the 𝐾 = 4, 𝑁 = 8 code. Ideally the transmitter should
earn a constellation related to the distance between messages. In some
ases, there is a larger distance between message code words with a
essage Hamming distance of 1, than those message code words with a

arger message Hamming distance. For example, the Euclidean distance
etween code words for messages 0000 and 0001, a Hamming distance
f 1, is larger than the Euclidean distance between code words for
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essages 0000 and 0111 with a Hamming distance of 3. The confusion
matrix for the classifier is shown in Fig. 19, for messages 0000 and
0111 the percentage of incorrect classifications is approximately 3%,
slightly higher than the incorrect classification between 0000 and 0001.
The minimum Euclidean distance of the code does appear to be related
to the performance of the learnt code. For those codes which have
a lower BLER than the comparative code, the minimum Euclidean
distance and mean Euclidean distances are close to or exceed that of the
corresponding code. Table 4 lists the minimum, mean and variance of
the Euclidean distance 𝑑𝐸 calculated for the constellations of the learnt
and comparison codes.

The changes to the AE to support multiple code rates does require
an increase in the number of parameters overall within the neural
network. This is to support generalisation over multiple code rates.
However, the use of a common shared path for multiple codes does
reduce the total number of parameters required in comparison to
training separate models. The size of four single AE neural networks
are shown in Table 5. The proposed branching model requires less
parameters in a branching AE that can produce four different code rates
in comparison to four separate AE.

The proposed models produced gains in BLER in comparison to
the conventional codes under each of the channels. However it is not
clear whether to attribute this gain to the learnt code or the inference
supported by the AE. To investigate this, we developed a table based
transmitter and MLD receiver for the code rate 𝐾 = 7, 𝑁 = 15. Symbols
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Table 4
Computed minimum, mean and variance of euclidean distances for learnt and BPSK modulated reference codes.

Code rate 𝑑𝐸𝑚𝑖𝑛 𝐸[𝑑𝐸 ] 𝑉 𝑎𝑟[𝑑𝐸 ] Reference code Code 𝑑𝐸𝑚𝑖𝑛 Code 𝐸[𝑑𝐸 ] Code 𝑉 𝑎𝑟[𝑑𝐸 ]

K = 4, N = 8 3.83 4.12 0.08 Ext Hamming(8,4) 4 4.11 0.17
K = 7, N = 11 3.67 4.69 0.2 s-BCH(11,7) 3.46 4.66 0.47
K = 7, N = 15 4.38 4.38 0.19 BCH(15,7) 4.47 5.46 0.44
K = 7, N = 34 6.91 8.3 0.29 s-BCH(34,7) 6.63 8.25 0.53
K = 8, N = 17 4.34 5.82 0.23 QRC(17,8) 4.9 5.8 0.47
Fig. 18. Euclidean distances between pairwise codewords for each input sequence,
learnt by the K = 4, N = 8 MultiTxRx auto-encoder.

Fig. 19. The confusion matrix for the K = 4, N = 8 code rate under the block fading
channel. Figures are relative to the predicted labels. While the classifier achieves a
high level of accuracy on the BLER, there is sufficient difference between messages to
cause high BER.

for corresponding 7 bit messages output by the MultiTxRx K = 7, N
= 15 model were stored in a lookup table and transmitted over a
AWGN channel. If the gain was solely due to the learnt receiver, we
15
Table 5
The number of parameters for combined separate code rate models versus the multi-task
shared path model. The shared path architecture provides less total parameters than
separate models for each code rate.

Model variant K N Parameters

K = 4 N = 4 bit model 4 𝑖 ∈ {4} 8711
K = 4 N = 8 bit model 4 𝑖 ∈ {8} 9951
K = 4 N = 16 bit model 4 𝑖 ∈ {16} 12 431
K = 4 N = 20 bit model 4 𝑖 ∈ {20} 13 671
Total 44 764

4 bit multi-rate model 4 𝑖 ∈ {4, 8, 16, 20} 28 359

expect the MLD receiver to exhibit higher BLER. The MLD receiver
performed nearest neighbour decoding for received channel values
against the table of modulated symbols. The performance of the MLD
receiver matched the performance of the proposed branching AE model
in the corresponding channel (Fig. 20). This indicates that the gains
observed are generated due to the learnt constellations resulting from
training. This approach demonstrates potential use of DL for wireless
communications as a method for code design which may be applied
independently of the trained model.

6. Conclusions and future work

In this article we have presented a branching AE architecture ca-
pable of automatically learning multiple code rates for AMC schemes.
The proposed branching architecture extends applications of the AE
architecture beyond the learning of a single code rate to the learning
of multiple code rates. The choice of assumed channel during training
is highly influential to the resulting performance of the AE in other
channels. As a result, the ability to train a receiver separately on
a real channel provides the ability to further optimise the system
performance after deployment. The proposed branching AE for multiple
code rates, is demonstrated to perform well under a variety of changing
channel conditions, achieving gains in BLER compared to the selected
conventional codes. By leveraging an AMC scheme the approach offers
the potential to mitigate the requirement of receiver tuning in AE
for wireless communications. However, there remains a number of
limitations for the practical application of the DL approach requiring
further investigation.

First, in this article we have assumed perfect synchronisation at
the receiver. While it is possible to apply conventional methods for
synchronisation with learnt modulation and coding schemes, it is de-
sirable that synchronisation be addressed as part of the end-to-end AE
architecture.

Second, classification based architectures not only do not scale to
higher message lengths, but cannot provide error correction functional-
ity. Hence work on bit-wise decoding for longer message lengths, either
as part of a concatenated code, or as a standalone network will be a
significant part of the practical application of such models, some of
this work has already been described in the related work section of
this paper.

Third, there has been work investigating the sensitivity of such
architectures to their training conditions and whether they are brittle
in terms of adversarial attacks. While we do not directly explore
this concern, there is a connection between network regularisation
and training methods required to mitigate adversarial attacks. In [29]
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Fig. 20. BER and BLER in the AWGN channel of the learnt constellation for the (15,7) code produced by a table based transmitter and MLD receiver compared with the end-to-end
model and BCH(15,7) code.
conventional Hamming codes are shown to be more robust under
adversarial and jamming attacks than AEs. It is suggested in [30] that
adversarial examples are transferable across different models, thereby
enabling black-box attacks. This raises the importance for future inves-
tigation into regularisation methods for end-to-end learning in wireless
communications and evaluation under adversarial interference.

Fourth, as we have discussed, the Euclidean distances between
messages for neighbouring codes may be larger those several message
bits away. This negatively impacts the performance of the BER, as mis-
classification results in a higher number of incorrect bits. Future work
should investigate the ability of the transmitter to learn distance based
relationships between source messages. In addition, while we have
assumed no channel information at the receiver, it may be possible to
incorporate or learn such information to enhance receiver performance
in the end-to-end learning scenario.

The tuning of the receiver over varying channel conditions would
be time consuming in a deployed system and may lead to poor perfor-
mance on the original channel, for which it was first trained. Whether
it is practical to tune a receiver over the air, and how much training
is required, is a matter for consideration. A practical solution may
be to use a branching AE with multiple code rates under changing
conditions. This would permit operation whilst a separate model is
adapted in the background. The question of how to update such a model
while mitigating catastrophic forgetting in changing channel conditions
deserves further investigation.

Finally, the mapping between channel environment and choice of
code rate relies on measurements such as expected BER and BLER
over associated SNR. It is feasible to imagine the joint learning of
AMC and channel performance mapping, extending the work described
in [31,32]. More recent research in the industrial internet of things
(IIoT) consider wireless communications as part of a joint optimisation
objective in seeking to reduce energy consumption over the collective
sensor network [33,34]. A potential application would be to learn
energy efficient communication schemes for the IIoT setting, which are
adaptive to operational constraints in addition to channel conditions,
in an end-to-end manner.

The flexibility of the AE architecture provides competitive perfor-
mance not only in learning a single code rate, but also as we have
shown, in learning AMC schemes with varying error-rate performance
and spectral efficiencies. By framing the learning problem as MTL,
the proposed architecture enables the deployment of a single model,
instead of requiring multiple separate models for each code rate.
16
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