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A B S T R A C T   

Artificial Intelligence (AI) techniques are increasingly used in computer-aided diagnostic tools in medicine. These 
techniques can also help to identify Hypertension (HTN) in its early stage, as it is a global health issue. Auto-
mated HTN detection uses socio-demographic, clinical data, and physiological signals. Additionally, signs of 
secondary HTN can also be identified using various imaging modalities. This systematic review examines related 
work on automated HTN detection. We identify datasets, techniques, and classifiers used to develop AI models 
from clinical data, physiological signals, and fused data (a combination of both). Image-based models for 
assessing secondary HTN are also reviewed. The majority of the studies have primarily utilized single-modality 
approaches, such as biological signals (e.g., electrocardiography, photoplethysmography), and medical imaging 
(e.g., magnetic resonance angiography, ultrasound). Surprisingly, only a small portion of the studies (22 out of 
122) utilized a multi-modal fusion approach combining data from different sources. Even fewer investigated 
integrating clinical data, physiological signals, and medical imaging to understand the intricate relationships 
between these factors. Future research directions are discussed that could build better healthcare systems for 
early HTN detection through more integrated modeling of multi-modal data sources.   

1. Introduction 

Hypertension (HTN) generally known as high Blood Pressure (BP) is 
a main health condition affecting 1.28 billion adults aged between 30 
and 79 years, of which two-thirds are in low-middle-income countries.1 

HTN is one of the common causes of cardiovascular and neurological 
complications such as heart failure, stroke, myocardial infarction, and 

other vascular diseases. Similarly, HTN in an advanced stage affects 
other vital organs and produces renal failure and retinopathy [1,2]. 
Fig. 1 demonstrates the major complications of HTN affecting the vital 
organs. 

It has been documented that heart failure and stroke were the major 
causes of death in HTN patients [3]. HTN is defined as repeat office 
Systolic Blood Pressure (SBP) and Diastolic Blood Pressure (DBP) 
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measurements exceeding 140 and 90 mmHg respectively [1]. HTN is 
generally categorized into primary (essential) HTN and secondary HTN. 
Primary HTN reflects aortic vascular changes mediated by the 
renin-angiotensin-aldosterone system that regulates the BP, peripheral 
cardiac autonomic regulation system, nitric oxide, and natriuretic pep-
tide [4–6]. Secondary HTN is found in small proportions which display 
specific causes for the HTN such as genetic causes, metabolic changes, 
renal artery stenosis, middle aortic syndrome, and coarctation of the 
aorta, etc. Further, HTN is classified into different grades depending on 
systolic and DBP readings. Table 1 displays the HTN classification based 
on BP recording [7]. Clinically HTN is the most heterogenous disease, 
where most of them remain asymptomatic and left undiagnosed. Yet few 
patients may experience headache, giddiness, breathlessness, bleeding 
in the nose, and palpitation as initial presenting signs of HTN, which are 
not specific but can demonstrate the severe form of HTN when present 
[8,9]. Diagnostic and management goals in HTN mainly target the 
confirmation of the diagnosis of HTN and the presence of end-organ 
damage secondary to HTN. Managing the HTN with an achievable BP 
control has a very high impact on clinical prognosis and prevents fatal 
complications. 

BP measurement stands as an imperative step in the diagnosis and 
evaluation of HTN. Once elevated BP recording is confirmed with at 
least 3 serial measurements, HTN patients are then worked up to identify 
the causes of HTN and to evaluate the end-organ damage caused by 
HTN. Although multiple noninvasive techniques have been proven to be 
reliable tests of choice in the evaluation of HTN, central aortic BP 
measure in cardiac catheterization demonstrates the real-time BP 
waveforms with the most accurate value [10,11]. Several important 
aspects are assessed during the medical history of HTN patients. This 
includes collecting a brief personal history and evaluating risk factors for 
cardiovascular conditions. The history also looks for present or past 
symptoms of diseases like Cardiovascular Disease (CVD), Hypertensive 
Mediated Organ Damage (HMOD), stroke, renal disease, and possible 
secondary causes of HTN. Lastly, history enquires about any non-HTN 
drug being used, as these could impact a patient’s condition. Physical 

examination focuses on body habitus to look for biophysical profiles, 
signs of any HMOD, and signs of secondary HTN. Biophysical profile 
includes weight, height, Body Mass Index (BMI), obesity, etc. Exami-
nation for signs of HMOD emphasizes neurological evaluation, fundo-
scopic examination, cardiac auscultation, carotid artery examination, 
and ankle-brachial index. Additionally, signs of secondary HTN are 
demonstrated by skin inspection, palpation of the kidney, auscultation 
of cardiac and renal vessels for murmur, signs of Cushing’s disease, and 
signs of thyroid disease. Besides, selected standard laboratory tests of 
blood and urine samples are necessary in the initial work-up for HTN 
patients [12–14]. 

HTN requires thorough evaluation as HTN patients exhibit a wide 
range of clinical and medical findings. Therefore, detection and 
continuous follow-up of HTN is still a challenging and open research 
area in developing countries with less proactive healthcare management 
systems. The application of Machine Learning (ML) techniques has 
enabled the detection of HTN using the clinical data available in Elec-
tronic Health Records (EHRs) [15,16]. Further, various physiological 
signals such as Electrocardiography (ECG), Photoplethysmography 
(PPG), etc., are used with feature extraction and ML techniques [17]. As 
a result, the obtained ML models are meant to support doctors or clinical 
experts to aid their clinical findings [18,19]. 

1.1. Assessment of HTN 

In general, evaluation of HTN patients involves accurate measure-
ment of BP, obtaining specific medical history, performing physical 
examination, and advising for routine laboratory investigations [20,21]. 
12 lead ECG is also obtained invariably in HTN patients. A thorough 
evaluation of these features provides insights into the presence of 
HMOD, possible causes of HTN, and associated cardiovascular risk fac-
tors and sets the bassline value in the assessment of treatment effect 
[20–22]. According to Framingham’s heart study criteria, (Coronary 
Artery Risk Development in Young Adults - CARDIA) clinical and bio-
physical profile of an individual such as age, gender, BMI, smoking 
habit, SBP reading and parental HTN history showed a better prediction 
model for new HTN than the presence of presystolic HTN [23,24]. Also, 
pulse wave velocity has been thought to be a potential mode in the 
prediction of future HTN among adults aged between 30 and 45 years 
[25]. 

Additionally, evaluation of HMOD is important in HTN cases, as the 
presence and extent of HMOD define the risk of development of CVD 
[26–28] Numerous tests and evaluation methods are used to assess 
HMOD. 12-lead ECG is used to assess cardiac rhythm, heart rate, and 
presence of Left Ventricular Hypertrophy (LVH). The ratio of urine al-
bumin to creatinine can be used to screen and grade Chronic Kidney 
Disease (CKD). Blood serum creatinine level and estimated glomerular 
filtration rate also can be used to grade CKD. Further extended screening 
for HMOD requires multimodality assessment for damage to end organs 
such as the heart, kidney, brain, eye, great vessels, and peripheral ar-
teries. Echocardiography is the most feasible noninvasive diagnostic test 
that evaluates cardiac structure and function. This helps in the screening 
for the presence of LVH, left ventricular systolic and diastolic function 
status, atrial size and function, valvular heart disease, and aortic aneu-
rysm. Echocardiography is more sensitive than ECG in the detection of 
LVH [29,30]. 

Several tests can evaluate HTN-related organ damage. Brachial-ankle 
pulse wave velocity and carotid-femoral pulse wave velocity measure 
aortic vessel stiffness. Ultrasound (US) imaging of the carotid artery 
determines the plaque/stenosis and can be used to measure intima- 
media thickness. US screening of abdominal aorta helps diagnose 
abdominal aortic aneurysm in HTN patients. US imaging of the kidney 
depicts the size and structure of the kidney and helps in identifying reno- 
vascular disease and renal artery stenosis if present [31]. Spectral 
Doppler application in kidney US also assesses renal resistive index 
which is a marker of atherosclerosis and HMOD [32]. Fundoscopic 

Fig. 1. Major organs that are commonly affected by long-term uncontrolled 
high blood pressure. 

Table 1 
Categorization of HTN based on office BP measurement [7].  

Category Systolic BP (mm Hg) Diastolic BP (mm Hg) 

Normal <130 <85 
High -Normal (pre- 

hypertension) 
130–139 85–89 

Grade 1 HTN 140–159 90–99 
Grade 2 HTN ≥160 ≥100 
Isolated systolic HTN ≥140 <90 
Isolated diastolic HTN <140 ≥90  
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evaluation of the retina detects changes in the microvasculature. 
Further, HTN-mediated changes in the brain can be demonstrated by 
Magnetic Resonance Imaging (MRI) or Computed Tomography (CT). 
Often brain MRI depicts subtle cerebral changes that do not possess any 
clinical signs yet demonstrate a high risk for future adverse events. CT 
imaging can also be used to estimate the coronary calcium score, which 
provides intuition on coronary atherosclerosis. 

A comprehensive evaluation of HTN patients considers several fac-
tors important for risk stratification, prognosis, and treatment decisions. 
BP readings, extent of HMOD, presence of additional cardiovascular risk 
factors, and existing HTN complications all provide insight into patient 
risk levels. Those with more severe or advanced diseases face poorer 
prognoses. Organ damage measures and complication status also influ-
ence whether more aggressive therapy is warranted. Therefore, accu-
rately diagnosing and staging of HTN involves a multi-faceted 
assessment approach. 

1.2. Motivation 

Although HTN requires multisystem evaluation using multiple 
diagnostic and imaging modalities, it is important to follow a multidis-
ciplinary approach. In this context, various imaging modalities encom-
pass the clinical expertise and experience of the healthcare provider in 
each step. Hence developing an automated diagnostic modality using 
the spectrum of clinical data, signals and images derived from the 
various diagnostic modalities may support the clinicians in better 
diagnostic accuracy while evaluating the HTN patients. From the liter-
ature, it has been observed that many works have been reviewed and 
analyzed for the automatic detection of HTN using various risk factors 
based on sociodemographic [15,16] and physiological signals [17]. 
Martinez-Ríos et al. [18], surveyed the related works that use both ap-
proaches. However, automated methods combining multiple modalities 
for HTN monitoring have been under-explored. This review therefore 
aims to understand available evidence on multi-modal screening 

methods for the automated detection of HTN. The goal is to develop a 
more comprehensive picture drawing on the full range of relevant 
clinical, signal, and image-based information (see Fig. 2) to support 
clinicians through an integrated diagnostic tool. 

It may be noted from Fig. 2 that our review compiles the works 
conducted on ML and DL approaches using clinical data, physiological 
signals, and various imaging modalities. 

1.3. Computer Aided Diagnostic (CAD) tool 

The manual detection of HTN and its assessment is a very challenging 
task. Thus CAD tools are developed to reduce human errors. Usually, the 
automated system on HTN is categorized into two divisions namely: i) 
identification or detection of HTN, and ii) assessment of its secondary 
effects. 

Identification or detection of HTN: This involves using risk factors 
like BMI, gender, age, etc. to build prediction models with ML algo-
rithms such as Artificial Neural Network (ANN) [33], Support Vector 
Machine (SVM) [34], Random Forest (RF) [35], etc. Another approach 
uses ECG and PPG signals to estimate BP values such as diastolic and 
systolic and applies ML for classification [17]. Some models fuse clinical 
data and physiological signals for improved prediction [36,37]. 

Assessment of secondary effects: Imaging modalities help identify 
HTN’s secondary structural effects on vital organs. For example, re-
searchers use Magnetic Resonance Angiography (MRA) of the brain to 
classify images into hypertensive or normal groups using ANN [38]. 
Likewise, heart US is also used [39] with a feature reduction technique 
for the assessment of HTN. The assessment of the structural changes in 
human vital organs would help clinicians to predict the HTN before its 
onset. The complete automated system workflow is shown in Fig. 3. 
Detailed descriptions of each approach are provided in the following 
sections. 

Fig. 2. Comparison of our review with other reviews conducted.  
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1.4. Contributions 

The key contributions of the present review are as follows.  

• The systematic review is performed according to the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) [40] guidelines, to establish rigor and transparency.  

• The techniques for estimating HTN using all types of data such as 
clinical, signals, and its secondary effects using imaging modalities 
are considered for the systematic review.  

• The dataset used, feature extraction techniques, ML and Deep 
Learning (DL) methods, and results of previous related studies 
leveraging various data modalities.  

• The main findings and future research opportunities are discussed. 

The rest of the paper is given as follows: Section 2 describes the 
general procedure followed to perform this review process. Sections 3 
and 4 present a detailed review of the AI techniques for HTN prediction 
and assessment model including all modalities respectively. Section 5 
describes the results and discussion with main findings and further 
research directions. Finally, the conclusion is drawn in Section 6. 

2. Search strategy 

To promote the transparency and consistency of the review paper, 
we have followed PRISMA [40] guidelines. The quality of the review 
paper starts by identifying the articles from the academic database. 
Further, the process includes identifying the search engine, search 
string, keywords, and inclusion criteria. The search engines from the 
academic database such as Scopus, PubMed, IEEE Xplore, MDPI, Web of 
Science (WoS), and Hindawi are considered for this review process. The 
articles indexed in these databases are deemed to be good quality and 
reputed. Table 2 shows the various search string or query and inclusion 
criteria, which is used to collect the relevant papers. In addition, the 
keywords such as “Machine learning”, “Hypertension”, “PPG”, “ECG”, 
“HRV”, “BCG”, “Blood pressure”, and “Deep learning” have been used to 
search the articles. The search window frame for the related articles is 
set to 2013 to 2023, i.e., all the articles published in the last 10 years. 

Hence, using search queries a pool of 7280 articles was downloaded 
from November 3–18, 2023. Finally, based on the inclusion criteria 122 
articles were selected as subjects of interest for the current review pro-
cess. Fig. 4 outlines the article selection process. The articles selected 
(prior to eliminating the duplicates) from the databases are PubMed at 
14.60 %, Scopus at 34.31%, MDPI at 8.03%, IEEE Xplore at 10.95%, 

Hindawi at 5.84 %, and WoS at 36.28%. It is observed that Scopus has 
the highest number of articles and Hindawi has contributed the lowest 
number of articles. All these articles are thoroughly reviewed for this 
study. Table 3 shows the number of articles obtained in various cate-
gories for automatic detection and assessment of HTN using search 
queries from 2010 to 2023. 

Fig. 3. Illustration of automated detection and assessment of secondary effects of HTN using various clinical, physiological signal and imaging data.  

Table 2 
Used search query and inclusion criteria.  

Query Inclusion criteria  

• ((Detection) AND (hypertension)) AND 
(clinical data)) AND (machine learning))  

• (detection OR identification) AND 
(hypertension) AND (cerebrovascular 
alterations); (computer aided 
diagnostics) AND (detection OR 
identification) AND hypertension) AND 
(cerebrovascular alterations) AND (Brain 
image)  

• ((Automatic) OR (detection) OR 
(identification)) AND ((hypertension) 
OR (pulmonary hypertension)) AND 
((echocardiographic images) OR 
(echocardiographic measures))  

• ((hypertension) AND (retinal fundus)) 
AND (machine learning); 
((hypertension) AND (retinal fundus)) 
AND (deep learning); ((hypertension) 
AND (retinal fundus)) AND (artificial 
intelligence);  

• (hypertension detection) AND (renal 
stenosis); (((((hypertension) AND 
(detection)) OR (identification))) OR 
(ESTIMATION)) AND (RENAL 
STENOSIS)  

• (PPG) AND (Hypertension) OR (Blood 
pressure) OR (hypertension) AND 
(machine learning) OR (deep learning)  

• (ECG) AND (Hypertension) OR (Blood 
pressure) OR (hypertension) AND 
(machine learning) OR (deep learning)  

• (HRV) AND (Hypertension) OR (Blood 
pressure) OR (hypertension)AND 
(machine learning) OR (deep learning)  

• (BCG) AND (Hypertension) OR (Blood 
pressure) OR (hypertension) AND 
(machine learning) OR (deep learning)  

• The study focuses on the automatic 
detection of hypertension using 
machine learning and deep 
learning.  

• Articles should be in English and 
peer-reviewed.  

• The paper should be available 
online.  

• The article should belong to a study 
on human beings.  
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3. Detection of HTN 

The complete analysis of the detection of HTN is described in this 
section. 

3.1. Using clinical data and physiological signals 

HTN can be diagnosed using various approaches in medical centers 
such as i) using clinical data, and ii) using physiological signals. The 
detailed description is explained in the subsequent section. 

3.1.1. Clinical data 
There are several risk factors for HTN such as age, obesity, high 

intake of dietary salt, smoking, alcohol consumption, tobacco use, 
sedentary lifestyle, diabetes mellitus, abnormal lipid profiles, etc. 
[41–43]. Few of these exhibit major predisposing factors for the devel-
opment of young HTN [44]. Certain modifiable risk factors have been 
demonstrated to be the major concern in management. 

3.1.2. Physiological signals 

Electrocardiography (ECG) Signals 

An ECG depicts the electrical activity of the heart and is used as the 

first line of diagnostic test among patients attending cardiology clinics. 
ECG provides a graphical representation of cardiac rhythm, the direction 
of resultant electrical impulse transmission, heart rate, and atrial and 
ventricular activation abnormalities [45,46]. 

In HTN, ECG is useful in the detection of LVH and arrhythmias. The 
presence of LVH is related to the severe form of HTN. LVH can be 
diagnosed using Sokolow Lyon criteria i.e., the amplitude of S in V1+ R 
in V5 or V6 > 35 mm [47] (Please refer to Fig. 5 (a)). 

Photoplethysmography (PPG) Signal 

PPG Signal represents arterial and venous blood perfusion. This de-
tects the light reflected from the tissue perfused by the blood vessels 
using a low-intensity infrared light sensor. The waveform obtained is 
well correlated with the physiologic data such as heart rate, BP, and 
blood oxygen saturation [49–51]. The various HTN stages using PPG are 
shown in Fig. 5(b). 

Heart Rate Variability (HRV) Signal 

HRV analysis demonstrates the temporal changes in the heart rate i. 
e., R–R interval from beat to beat. These are traditionally assessed using 
ECG signals and are used in clinical and functional cardiac assessment. 
The HRV depicts autonomic neuro-regulation of the sequential heart 
rate [52]. Altered autonomic nervous system regulation and decreased 
HRV have been demonstrated in the development of HTN [53–55]. 

Ballistocardiogram (BCG) Signal 

BCG technique is used to record the micro-vibration of whole-body 
recoil forces resulting from displacement, velocity, and acceleration of 
the blood flow when the heart pumps out the blood with each beat. 
Hence this reading also resembles the physiologic heart data [56–59]. 
This can detect temporal changes in BP, stroke volume, and pulse transit 
time during rest and exercise. Thus far this also can be used to monitor 
HTN. Particularly acute rise in BP during exercise marks the risk factor 
for the development of HTN and overall cardiovascular events [60,61]. 
An example of BCG signals is shown2 in Fig. 5 (c). 

Fig. 4. Process of article selection for this systematic review based on the 
PRISMA guidelines. 

Table 3 
Number of articles related to automatic detection and assessment of HTN using search query from 2010 to 2023.  

Topics Sources Keywords Total Duplicate Final count 

PubMed Scopus MDPI IEEE Hindawi WoS 

Clinical data Total 84 694 387 10 11 63 3 1252 9 18 
Relevant 4 11 1 4 2 2 3 27 

Imaging modality Brain Total 60 16 14 72 51 7 0 220 0 6 
Relevant 3 1 0 0 0 2 0 6 

Heart US Total 485 304 33 125 77 295 0 1319 1 11 
Relevant 4 3 0 0 1 4 0 12 

Retinal Total 86 386 113 8 13 816 0 1422 4 6 
Relevant 1 5 1 1 0 3 0 11 

Kidney Total 1070 56 151 19 92 1314 0 2702 0 2 
Relevant 0 0 0 0 0 0 2 2 

Signal modality PPG Total 6 38 13 18 6 39 1 121 0 39 
Relevant 2 12 5 6 3 13 1 42 0 

ECG Total 6 22 4 0 4 17 2 55 0 24 
Relevant 3 11 1 0 0 9 1 25 0 

HRV Total 3 6 3 6 3 4 0 25 0 9 
Relevant 1 3 1 3 2 1 0 11 0 

BCG Total 4 3 4 3 2 4 0 20 0 7 
Relevant 2 1 2 1 0 2 0 8 0   
Total 1824 1572 733 276 267 2595 13 7280 14 122  

2 https://doi.org/10.6084/m9.figshare.7594433 
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3.2. Detection of HTN using CAD tools: datasets, features, classifications, 
and techniques 

Many researchers have used clinical data and physiological signals to 
identify HTN automatically. A details description of these methods is 
explained in the below section. 

3.2.1. Clinical data processing 
Recently many clinical/medical attributes have been used to identify 

whether the person is having HTN or not. The patients’ detailed clinical 
information is publicly available in the Multiparameter Intelligent 
Monitoring in Intensive Care II (MIMIC-II) database [62]. Along with the 
waveforms, it also includes typical numerals such as heart rate, SpO2, 
DBP, and SBP, etc. To track hypertensive patients many surveys and data 

collection have been carried out such as National Health and Nutrition 
Examination Survey (NHANES) on the U.S population [63], Korean 
National Health Insurance Corporation (NHIC) [64], and Canadian 
Primary Care Sentinel Surveillance Network (CPCSSN) [65]. Many re-
searchers have utilized these datasets to build classification models. In 
addition, authors have also used private datasets to predict HTN. 

Generally, many ML techniques such as K-Nearest Neighbour (KNN), 
Naive Bayes (NB), SVM, RF, logistic regression (LR), multi-Layer Per-
ceptron (MLP), Decision Tree (DT), Extreme Gradient Boosting (XGB) 
are utilized to predict HTN using physiological parameters [34,35, 
66–68]. The physiological parameters such as age, gender, BMI, BP, 
heart rate, cholesterol etc., are used commonly to show the best pre-
diction of HTN. Some works have used 3 [69], 4 [34,70], 8 [35,66], and 
11 [71] features or clinical attributes to achieve better outcomes. 

Fig. 5. Examples of signal processing approaches used in the past work for automated HTN detection. a) LVH detection using ECG, b) Comparison of various stages of 
HTN using PPG signals [48], and c) Illustration of BCG signal with initial 2000 samples. 
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Moreover, in Ref. [66] Convolutional Neural Network (CNN) is devel-
oped, which achieved better efficacy when compared to other classifi-
cation techniques such as KNN, RF, and NB. To select the proper risk 
factors or features, the authors have used the Boruta-based feature se-
lection approach [68]. Further, to avoid the imbalance class problem 
Adaptive Synthetic (ADASYN) was utilized [68,72]. In Ref. [73] Syn-
thetic Minority Oversampling Technique (SMOTE) was used to generate 
the synthetic data of the minority class. 

In addition, to enhance the efficiency of the model hybrid model is 
generated by combining KNN and Light Gradient Boosting Machine 
(LightGBM) [74] and Bidirectional Long Short-Term Memory (BiLSTM) 
and autoencoder networks [75]. Since disease symptoms in terms of 
textual sentences also key information, that is embedded in the layer 
[75]. 

Further, SHapley Additive exPlanations (SHAP) are used to visualise 
the risk factors based on Shapley values, which explains the contribution 
of risk factors while predicting HTN using ML approaches [68,76,77]. 
The method XGB with SHAP analysis shows that weight, age, income, 
fat, diabetes mellitus, BMI, history of HTN, salt, smoking, and drinking 
were the related risk factors for developing HTN [68]. Table A1 shows 
the summary of the ML-based methods using clinical data/parameters. 

3.2.2. Public dataset for signal processing approaches 
MIMIC (Medical Information Mart for Intensive Care) is a large, 

freely available database comprising de-identified health data associ-
ated with over 40,000 critical care patients. It includes data from de-
mographics, vital signs, laboratory tests, medications, etc. from ICU 
stays at Beth Israel Deaconess Medical Center. A few of its variants 
include. 

MIMIC-II [78] (v2.6): Released in 2012, containing data from 2001 
to 2008. 
MIMIC-III [79] (v1.4): Released in 2016, containing data from 2001 
to 2012 with improved data integration over MIMIC-II. 
MIMIC-IV [80]: Released in 2023, containing data from 2012 
onward. 
eICU Collaborative Research Database [81]: Multi-center ICU data-
base complementing MIMIC, released in 2018. 
MIMIC-Extract: A subset of 12,000 patients from MIMIC-III prepared 
to facilitate machine learning. 
MIMIC-Waveform Database [82]: Subset of MIMIC-III with matched 
waveforms (ECG, PPG, etc.) for over 30000 patients. 

Key benefits of MIMIC include the large sample size, breadth of 
variables, and public accessibility, enabling many analyses and ML ap-
plications. Limitations include a restricted patient population, potential 
inaccuracies in some measurements, and the need to apply for access. 
Overall, MIMIC has proven invaluable for critical care research. 

In addition, SHAREE [83] (Smart Health for Assessing the Risk of 
Events via ECG) is a large dataset focused on ECG data and CVD risk 
stratification. The database contains over 10,000 ECG recordings from 
139 subjects along with demographic data, lab tests, medical history, 
etc. It includes healthy subjects as well as those with risk factors or 
established cardiac disease. ECGs were obtained using a 12-lead, 10-s, 
500 Hz sampling rate. The database consists of three sets of data: 
SHAREE Set 1 consists of - 1000 healthy subjects data which were used 
to establish the normal ECG ranges; SHAREE Set 2 was obtained from 
the remaining subjects with cardiac risk factors or disease; and SHAREE 
GOLD which is a subset of Set 2 with expert annotations of 
abnormalities. 

The database has been used in developing ECG-based models for 
detecting cardiovascular risk factors and disease, as well as in the 
training of DL algorithms for ECG interpretation. The limitations of the 
database include a small diversity of the population (data were obtained 
from a single collection site only), and no continuous ECG or other 
waveform data beyond 10-s 12-lead ECGs. 

3.2.3. Approaches using PPG 
The process of collecting high-fidelity PPG signals starts with 

appropriate sensor selection and placement considering variation across 
demographics. Calibration procedures adapt illumination wavelength 
and intensity to optimize the reflected signals for a particular skin type 
and measurement site. The analog signals are digitized through precise 
ADC modules to avoid quantization noise and errors. Understanding the 
hardware subtleties enables the acquisition of pristine signals before 
they get contaminated through interactions with physiological 
processes.3 

In our review of existing literature, we noted that a predominant 
focus of prior investigations in this application domain is extensive 
exploration of methods for optimal feature selection and extraction. The 
vast majority of studies dedicate substantial efforts towards engineering 
discriminating representations from the raw data pruning non- 
informative attributes. This indicates that specialized feature curation 
through transformation techniques [84–97] such as Synchrosqueezing 
Transform (SST) used in Ref. [84] is a time-frequency analysis technique 
that can provide a sharper representation of the instantaneous fre-
quencies within a signal, Tunable Q-factor Wavelet Transform (TQWT) 
used in Ref. [98] enables changing the frequency resolution levels 
dynamically during signal decomposition and processing by altering 
Q-factor values, and Principal Component Analysis (PCA) is employed in 
Ref. [99] transforms the data into fewer dimensions which are a linear 
combination of the original features while retaining as much informa-
tion as possible, Linear Discriminant Analysis (LDA) employed in 
Ref. [100], which projects high-dimensional data onto a 
lower-dimensional space such that the classes are well-separated and 
variance between members of the same class is minimized. 

The informative numerical representations extracted from the pre- 
processed signals are leveraged to develop automated classification 
models using ML algorithms. A study [100], employed RFs which work 
by aggregating predictions from an ensemble of DTs trained on random 
subsets of features to boost accuracy and control overfitting. SVMs as 
shown in the study [97] identify optimal hyperplanes to maximize 
separation between classes using kernel functions to project features to 
higher dimensions and study [96] where K-Nearest Neighbors have been 
used to categorize instances by plurality votes of the K most similar 
labelled examples in the feature space through distance metrics. 

ANN, with multilayer architectures of interconnected neurons, per-
forms robust pattern recognition via hierarchical feature trans-
formations and nonlinear activations. These are very popular amongst 
research as these can approximate complex non-linear functions, studies 
[101,102] have employed and achieved profound results. DL ap-
proaches like CNN and Recurrent Networks take this automated feature 
learning to advanced levels with deeper abstractions. While classical ML 
relies on engineering the features, deep networks can operate directly on 
the raw signal inputs and optimize their complex feature hierarchies 
tailored to the problem through end-to-end training. Combining 
extracted domain features with learned representations has also shown 
promise. Table A2 summaries all the models employed and their cor-
responding results. 

3.2.4. Approaches using ECG 
Acquisition of high-fidelity ECG recordings requires careful consid-

eration of the type and placement of leads to capture all significant 
cardiac activity information. Multiple leads are used to provide different 
perspectives across the 3D volumetric spatial field around the heart. The 
signals should have minimal noise or motion artefacts with at least 200 
samples per second to discern key components like the P wave, QRS 
complex, and T wave for analysis. Signal fidelity impacts what can be 
extracted downstream so quality recording procedures and calibrated 
sensors are crucial [103]. 

3 (PPG_sig_proc_Chapter_20210612.pdf (peterhcharlton.github.io)). 
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The time-series ECG signals can then be analyzed in the frequency, 
time, and time-frequency domains and through nonlinear methods 
[104] to extract discriminative features. The Fourier Decomposition 
Method (FDM) [105] leverages the Fourier Transform’s ability to cap-
ture the constituent sinusoidal components contained within signals to 
break down and examine their fundamental frequency characteristics. 
Time-frequency distributions like the Wigner-Ville distribution provide 
joint spectro-temporal views. Wavelet Transforms [106,107] extract 
multi-resolution characteristics effectively via dilation and translation 
operations on a mother wavelet. Statistical features like kurtosis, en-
tropy and higher-order moments also contain relevant discriminatory 
information. 

For classification, these engineered inputs from standard ECG seg-
ments can train ML models like RFs [108] and SVMs [109] to categorize 
arrhythmias. Deep Neural Networks (DNNs) [110–118] and Recurrent 
Architectures [119,120] can operate directly on raw ECG signals to learn 
hierarchical representations suited for the classification task in an 
end-to-end fashion without relying on hand-crafted features through 
sufficient training data. Attention mechanisms are also being explored to 
selectively focus on informative sub-components automated ECG anal-
ysis. Table A3 summarizes all the studies with ECG Signal as the basic 
modality. 

3.2.5. Approaches using HRV 
HRV data acquisition involves capturing the time intervals between 

consecutive heartbeats, reflecting the autonomic nervous system’s ac-
tivity. This data is collected through ECG recordings or wearable de-
vices. Signal processing techniques are applied to extract features from 
this data for analysis. Statistical analysis [107,121], is seen to be the 
prime feature extraction and analysis technique and to quantify the 
variability in heart rate intervals, offering insights into an individual’s 
physiological state. 

Moving beyond basic statistical measures, non-linear frequency 
feature components play a pivotal role in HRV analysis. Metrics like time 
and frequency domain measures [56,122–125] and non-linear measures 
[122] capture the complexity and irregularities in the heart rate dy-
namics, providing a more comprehensive understanding of the cardiac 
system’s behaviour. 

Wavelet transform [126] stands out as a powerful tool for HRV 
analysis due to its ability to capture both frequency and time-domain 
information. It breaks down HRV signals into different frequency com-
ponents, allowing for a detailed exploration of transient changes and 
abrupt variations in heart rate dynamics across different scales. This 
approach facilitates the identification of subtle patterns that might not 
be evident in traditional signal-processing methods. 

Once relevant features are extracted, ML models such as KNN and 
SVMs [122,123,125] come into play for classification tasks. These 
models leverage the extracted features to differentiate between various 
physiological states or pathologies. KNN, based on similarity measures, 
classifies new data points by comparing them to their neighboring points 
in the feature space. SVM, on the other hand, seeks to find an optimal 
hyperplane to separate various classes in the feature space in best 
possible way. 

Integrating these methodologies—data acquisition, statistical anal-
ysis for feature extraction, utilization of non-linear frequency compo-
nents via wavelet transforms, and application of ML models—forms a 
comprehensive framework for understanding HRV patterns and their 
implications for health monitoring and clinical diagnosis. This multi- 
step approach enhances our ability to decipher the complexities 
within HRV data and contributes significantly to the field of physio-
logical signal analysis. Table A4 summarizes the results and methodol-
ogies of studies using HRV as a modality. 

3.2.6. Approaches using BCG signals 
BCG is a non-invasive method used to evaluate cardiac function by 

measuring the body’s subtle movements in response to the heart’s 

ejection of blood with each heartbeat. Originally conducted on 
specialized beds or platforms, modern BCG employs advanced sensors or 
devices to capture these minute body motions, providing insights into 
cardiac performance and assisting in the assessment of heart function 
based on the generated movements throughout the cardiac cycle. 
Similar to HRV analysis, statistical analysis [127,128] is employed for 
feature extraction from BCG signals. Parameters such as mean, standard 
deviation, and variance aid in characterizing the dynamic changes in 
blood flow and volume. These statistical measures offer insights into the 
cardiac cycle and cardiovascular health, providing valuable markers for 
analysis and interpretation. Non-linear frequency feature components 
play a significant role in BCG signal analysis, capturing the complexities 
of cardiac dynamics beyond basic statistical measures. 

Wavelet transform [129–131] serves as an effective tool in BCG 
signal processing, allowing the decomposition of signals into different 
frequency components across time. This technique enables the analysis 
of transient changes and variations in blood flow dynamics at various 
scales, aiding in the detection of subtle patterns and anomalies that 
might not be apparent through traditional signal processing methods. 

For classification tasks in BCG-based analysis, ML models like KNN 
and ANN are utilized. These models leverage extracted features to 
classify different physiological states or abnormalities. KNN identifies 
similar patterns by comparing data points’ proximity in the feature 
space. DNNs have emerged as a powerful tool in the analysis of BCG 
signals due to their ability to learn intricate patterns and representations 
directly from raw data. When applied to BCG-based data, DNNs can 
autonomously extract hierarchical features, bypassing the need for 
handcrafted feature engineering. With their multiple layers of inter-
connected nodes, DNNs can uncover complex relationships within BCG 
signals, capturing nuanced variations and subtle irregularities that 
might elude traditional feature extraction methods. Techniques like 
CNNs [132] can efficiently process temporal data, while recurrent 
neural networks (RNNs) excel in handling sequential information within 
BCG signals. The integration of DNNs into the analysis pipeline com-
plements existing methodologies, enhancing the accuracy and depth of 
insights gleaned from BCG data, thus contributing to more precise di-
agnostics and a deeper understanding of cardiovascular health. Table A5 
summarizes the results and methodologies of studies using BCG as a 
modality. 

3.2.7. Approaches using fused data processing 
In the realm of biomedical research, the convergence of various 

physiological data streams has sparked immense curiosity, yet only a 
scant few studies have delved into the fusion of modalities, specifically 
integrating PPG, ECG, HRV, and BCG data. Studies are also performed by 
combining the various imaging modalities such as Echocardiography, 
CT, X-rays, and MRI as well as combining imaging modality with clinical 
indicators or with signals. The studies were also conducted for the 
diagnosis of Hypertensive Heart Disease (HHD) and Hypertrophic Car-
diomyopathy (HCM) by combining echocardiography and electrocar-
diogram (ECG) [133]. The authors have used CNN [134], Shallow 
Neural Network [102], LSTM [119,135], CNN-LSTM network [120, 
136], ResNet [137] to achieve better performance wherein PPG and 
other modalities (such as arterial blood pressure (ABP) and ECG) are 
combined. The studies were conducted with the combination of echo-
cardiographic measures and Chest X-rays for classifying Pulmonary 
Hypertension (PH) and healthy subjects with various DL approaches 
such as Xception, Inception V3, and ResNet50 [138]. It is also noted that 
frequency domain features [56,127,139,140] are used with HRV in 
combination with other modules to perform remarkable results. The 
study has used univariate logistic analysis and the Gini impure tech-
nique for feature selection [36]. Further to reduce the complexity and to 
highlight the significant features, feature selection techniques such as 
Fisher’s discriminant ratio (FDR), information gain, and Relief-F algo-
rithms were also employed [133]. Studies have used ML-based classi-
fiers such as SVM [133], MLP, and RF [37] for classification. 
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For the dataset, studies have collected data from various sources. 
From the retrospective analysis, 200 patients with HTN were collected 
by Ref. [141], and 7532 patients’ data was collected by Ref. [36] which 
consists of demographic information, comorbidities etc., along with CT 
reports. A study has also collected data from mobile wearable smart 
devices related to walking, work and exercise along with ECG data [37]. 
Studies have used SMOTE for balancing the dataset [36]. These pio-
neering investigations, albeit limited in number, have yielded remark-
able and profound outcomes. Table A6 summarizes the studies with the 
fusion of modality with the results. 

4. Assessment of secondary effects of HTN 

The various imaging modalities and CAD tools are described in this 
section. 

4.1. Imaging modalities 

HTN cannot be diagnosed by various imaging modalities such as 
MRI, US, fundus imaging, etc. This imaging represents the secondary 
changes due to long-standing HTN. The detailed description of the im-
aging modalities is explained in the below section. 

4.1.1. Brain images 
Population-based MRI studies have demonstrated white matter le-

sions in the brain among individuals with high BP recordings [142]. The 
severity of white matter lesions in MRI was well correlated with the 
severity of HTN [143]. These cerebral changes were also associated with 
an increased risk of stroke, dementia, and cognitive decline [144–146]. 
Fig. 6 (a) shows the sample hypertensive brain image. 

4.1.2. Heart ultrasound images 
Echocardiography is a widely used noninvasive diagnostic test that 

evaluates cardiac structure and function. In HTN, echocardiography 
describes the Left Ventricular (LV) geometry and mass that defines LVH 
and the type of LV remodeling. Follow-up echocardiographic assessment 
is advised to evaluate the regression of LVH to check the response to 
anti-hypertensive therapy [147,148]. Echocardiographic measurement 
of LV mass and detection of LVH require good image quality and accu-
rate measurement of the hinge points of the ventricular walls. The use of 
AI has shown promising results in accurate measurements of cardiac 
structural and functional changes [149]. In addition, two-dimensional 
echocardiographic imaging can readily display chamber dimensions, 
left atrium and left ventricular volumes, and aortic root size [150] 
Further Echocardiography is also useful in the evaluation of LV diastolic 
dysfunction, often impaired in HTN patients even in the absence of LVH 
[151]. In HTN generally, LV remodeling takes place in a concentric 
manner, with an increase in LV mass and relative wall thickness [150]. 
Echocardiographically demonstrated LVH and other cardiac structural 
and functional alterations possess increased CVD risk [152,153]. LVH 
due to HTN exhibits LV thickness of more than 12 mm with a relative 
wall thickness > 0.44 suggesting concentric remodeling. Also, left atrial 
size and volume are elevated proportionately with the elevated diastolic 
dysfunction grade among HTN patients (please refer to Fig. 6 (b)). 

4.1.3. Retinal images 
Diagnosis of Hypertensive Retinopathy (HRT) and its severity can be 

made using retinal fundoscopic imaging. Severe forms of retinal damage 
predict all-cause mortality in HTN patients and are often used in risk 
stratification [154,155]. Other forms of hypertensive-related retinal 
damage may exhibit retinal hemorrhage, cotton wool spots and micro-
aneurysms [156]. Some sample fundus images are shown in Fig. 6 (c). 

Fig. 6. Sample hypertensive patient images captured through various imaging modalities. A) T2 Flair hyperintensities noted in a patient with HTN, b) Apical 4 
chamber view at end-diastole and end-systole, and c) HTN fundus images. 
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4.1.4. Kidney images 
US imaging of the kidney depicts the size and structure of the kidney 

and helps in identifying reno-vascular disease and renal artery stenosis if 
present [31]. Spectral Doppler application in kidney US also assesses 
renal resistive index which is a marker of atherosclerosis and HMOD 
[32]. 

4.2. Assessment of secondary effects of HTN using CAD tools: datasets, 
features, classifications, and techniques 

4.2.1. Using brain images 
The human brain starts to show a modification in its structure much 

earlier than the beginning of HTN. Studies also have shown that there 
exists a relationship between the changes that occur in the diameter of 
the blood vessel and HTN development. These changes in the cerebral 
vascular lead to an imbalance in blood circulation to the brain. A study 
[157] also suggests that the reason for HTN may be to sustain a balance 
in blood flow to the brain [38]. Follow-up on tortuosity and diameter 
modification of vessels helps in the evolution of HTN [158]. By using 
MRA imaging these structures can be very well visualized [159]. MRA 
imaging can track these changes. However, the key stage in this process 
is to segment the cerebral vasculature from the complex human brain 
structure. The automatic segmentation of vascular structures and then 
the quantification of the modification in diameter and tortuosity could 
be very-helpful to clinicians in early diagnosis. This can be well achieved 
with the help of CAD tools. The researchers have proposed several 
studies to segment and then predict the presence of HTN. 

Datasets are one of the major concerns in generalizing the developed 
model. Most of the studies have tested their model based on a personal 
dataset developed. The subjects considered for the study were in the 
range of 15–342 subjects. MRA imaging of the patients was collected 
using a 3T Trio TIM scanner [160,161], which produced 3D images. The 
subject’s BP was also measured with the help of a sphygmomanometer 
twice with a minimum gap of 1 min between each measurement [160]. 

Segmenting the region of interest is one of the major steps in medical 
image analysis. Segmenting of the cerebral blood vessels is quite chal-
lenging because of the noise induced during the MRA image acquisition 
process, the complex structure of vasculature, small diameter vessels, 
etc. Usually, a pre-processing stage is involved as a base for segmenta-
tion. While capturing the brain images using MRA, commonly, the in-
tensity of images was non-uniform. A bias correction algorithm was used 
to correct these non-uniformities [160,162]. Further, the 
non-homogeneities were reduced using a 3-D Generalized Gauss-Markov 
Random Field (GGMRF) model [38,160,162] and 3D Rotational and 
Translational Invariant GGMRF models [161] were used. Segmentation 
was either performed by using a 3-D Local adaptive segmentation al-
gorithm [162] or by using 3D –CNN [38,160]. 

The major feature for detecting the presence of HTN is modification 
of the blood vessel in terms of its diameter and tortuosity. Hence, the 
final segmented blood vessels were further analyzed to detect the 
modifications present in termers of diameter and tortuosity. Studies 
have found Median vascular radius [162], vessel diameters [38,160] 
and tortuosity [38,160,162,163]. Blood vessel diameters were extracted 
using a distance map [160,162] and tortuosity was identified using 
mean and Gaussian curvatures [38,160,162] of the brain. 

Further, the classification between normal/prehypertensive, and 
hypertensive was done either by using ML techniques or by using DL 
models. Studies have used ML models such as SVM [160], ensemble 
bagged trees, ensemble RUSBoosted, ensemble Subspace KNN, and KNN 
[158]. Studies have also used ANNs and achieved remarkable results 
[38]. Table A7 summarizes the various studies performed using MRA 
images for the detection of HTN. 

4.2.2. Using heart ultrasound images 
The increased level of the mean pulmonary arterial pressure (PAP) 

when measured during the rest state is termed PH. This disorder may 

lead to many clinical-related complications. It can affect respiratory as 
well as cardiovascular-related disorders. This may also lead to death if 
this condition is not treated timely. Right heart catheterization measures 
the pressure directly hence it is considered as one of the well-known 
methods to obtain the quantitative value of PAP. This is an invasive 
kind of test and involves minimum risk [138]. Non-invasive methods 
like US of the cardiogram are also used to determine the presence of 
HTN with its detection rate being around 73.15%. This non-invasive 
technique has gained popularity in the clinical assessment of HTN. It 
can identify the increase in the blood vessels by using US waves [164]. 
Many of the studies are using only cardiac US images also known as 
echocardiography for assessments of PH [39,165–170]. 

Researchers have used private datasets developed for HTN detection 
with a range of subjects varying from 49 to 346. Some are retrospective 
studies based on the data collected from various hospitals [166]. 
Echocardiographic examination was performed in various systems some 
of them being the Vivid GE healthcare system [39,165], GE Logic S8 
[168], and Philips ultrasonic machine [170]. The labels and other un-
wanted areas were removed from the image by using a masking tech-
nique and further, the image’s intensities were adjusted using histogram 
equalization techniques [39,168]. 

Features are extracted from these pre-processed images by using a 
Global Weighted Local Binary Pattern (GWLBP) [165]. A study has also 
used various transformation techniques to enhance the significant de-
tails. The study has combined it with the Locality-Sensitive Discriminant 
Analysis (LSDA) feature reduction technique and observed that 
Continual Wavelet Transform and Discrete Wavelet Transform (DWT) 
overfitted the data. Whereas Shearlet Transform and Contourlet Trans-
form have produced better performance [39]. Also, a study has ranked 
the features using the student t-test [165]. 

Some investigators have used various DL approaches such as Xcep-
tion, Inception V3, and ResNet50 [138], 2D-CNN [167,171], 
spatio-temporal convolutional architectures with ResNet18 as a base 
model [168] and 3D ConvNet feature extractor [169]. Moreover, studies 
have used ML-based techniques for the prediction of PH [166,170]. SVM 
classifier is used in multiple studies [39,133,165,166] along with other 
classifiers such as RF [166], DTs [39], etc. Table A8 summarizes related 
work that predicts HTN using heart images. 

4.2.3. Using retinal fundus image 
The primary measures of fasting glucose level, BP level etc., can 

define the presence of disorders like hyperglycemia and HTN respec-
tively. Most commonly these diseases are seen with one another, and 
they also cause the risk of CVD. Worldwide this is observed as the major 
cause of morbidity and mortality [172]. Population growth, physical 
inactivity, and the rise in obesity are the major contributors to these 
diseases [173]. Imaging of the retinal fundus is one of the non-invasive 
expeditious ways for detecting microcirculatory modifications caused by 
chronic diseases before they lead to more complications. Owing to the 
advancement of digital imaging techniques, the retinal photo captured 
by a fundus camera or by scanning laser ophthalmoscope provides de-
tails of the minute changes in the blood vessels of the retina [172]. 
However, it may be cumbersome for ophthalmologists to manually 
assess the presence of these disorders in the large, affected population. 
Using CAD tools quantitative characteristics such as blood volume 
thickness of vascular caliber can be extracted from these images auto-
matically thus helping in early identification of these disorders. The 
alterations in blood vessels could be due to an increase in BP or HTN. For 
persons undergoing regular examination of the eye, this retinal imaging 
can give a hint of the presence of HTN at a very early stage [174]. 

There are publicly available datasets for the prediction of HTN from 
the retinal fundus images. DRIVE dataset [175] is a publicly available 
database with 40 images. It consists of both original images and 
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manually segmented images by two specialists. Northern Ireland Cohort 
for the Longitudinal Study of Ageing (NICOLA)4 is another dataset that is 
available on request. It has data from 460 participants; however, the 20 
participants’ retinal images were obscured. Based on the measurement 
of clinical BP 151 subjects were classified as hypertensive [174]. DR 
HAGIS is another publicly available database5 where images 11 to 20 
belong to the HTN subgroup [176]. DIARETDB0 [177] and DIARETDB1 
[178] are other databases that could be used for the detection of HTN 
from retinal images. Studies have also used private datasets which 
consists of 650 non-HTN subject images and 650 HTN subject images 
[179]. 

The images collected from the database are subjected to a pre- 
processing technique to extract the region of interest. To acquire the 
optic disk, mathematical morphological operations are performed. For 
vessel detection monochrome images are preferred as they enhance the 
visibility [173]. However, by this conversion, useful information might 
get lost. Hence a study has used the CIEL*A*B* color space model to 
create images that are more uniform for human perception of colors 
[179]. Fuzzy logic techniques are also used to improve the brightness 
[180]. Studies have also used DL-based models derived from 
Inception-v3 [172], ResNet-152 [180], transfer learning (TL)-based 
MobileNet architecture [181], and a combination of a deep residual 
learning network for training the features and DenseHyper a multilayer 
CNN model [179]. A study has also used a supervised ML classifier 
[174]. Table A9 summarizes the prediction models for HTN using retinal 
fundus images. 

4.2.4. Using kidney images 
Unlike primary HTN, secondary HTN has a known cause. Renovas-

cular stenosis, vascular and endocrinologic diseases, and renal paren-
chymal disease are common causes of secondary HTN. Renal ischemia 
from renal artery stenosis leads to renovascular hypertension [182]. For 
the disorders related to adrenal glands and renal parenchyma, imaging 
techniques such as CT, MRI, or ultrasonography can be made use of. 
Vascular disorders and renovascular stenosis could be best identified by 
conventional or non-invasive (CT or MR) angiography or by using 
Doppler US. For the endocrine-related causes nuclear imaging could be 
used [141]. There are clinical studies related to the prediction of HTN 
from renal artery stenosis, but the studies with the application of CAD 
tools for the prediction of HTN it limited. CAD tool-based studies have 
combined imaging of the kidney with other clinical indicators for the 
prediction of HTN. Herein, we have combined the studies with 
multi-modality under the Fusion data category. 

5. Result and discussions 

This paper reviews HTN detection approaches as follows (% of arti-
cles used): clinical data processing (13.93%), signal processing 
(51.64%), and fused data processing (18.03%). Image processing 
(16.39%) approaches evaluate the structural changes of human organs. 
Fig. 7 shows the distribution of these articles across the years. However, 
researchers have more recently begun exploring image-based ap-
proaches, likely seeking to identify optimal ML algorithms for inte-
grating diverse data types. The majority of work involved signal 
processing using modalities like ECG and PPG. While clinical data 
studies were less common, fused and imaging approaches have grown in 
recent years, indicating an effort to develop more comprehensive 
models leveraging different data sources. This distribution highlights 
past focus areas and evolving priorities around multi-modal integration 
for HTN detection. 

From Table A1-A9, it is observed that ML and DL techniques are 
fairly used in the various detection approaches. However, some 

statistical methods are also used in image and fused data processing 
approaches. Fig. 8 illustrates the summary of the distribution of various 
strategies used in the detection of HTN. This confirms that ML-based 
techniques are often employed in the automated identification of 
HTN, specifically used in clinical and signal processing approaches. 

Generally, CAD tools developed using these methods are evaluated 
by using accuracy, specificity, precision, sensitivity, and F1-score 
generated from the confusion matrix [183]. It is observed that many 
CAD tools in various fields have applied the same performance measures 
[184–189]. The F1-score is computed using recall and precision values 
and it can be used to further compare the performance of various models 
[18]. In addition, another important performance parameter is the area 
under the receiver operating characteristic curve (AUC), which acts as a 
key indicator for continuous changes between the true and false positive 
rates. The range of AUC is from 0 to 1, i.e., 1 means the classifier 
properly classifies the classes and 0 means wrong prediction [190]. The 
performances of each approach are described in the following section. 

5.1. Detection of HTN 

Although HTN is diagnosed when BP readings show a higher range, 
clinically these patients may exhibit certain signs and symptoms that 
raise the suspicion of HTN. For instance, dizziness, headache, fatigue, 
etc., primarily become warnings for checking the BP in the adult pop-
ulation [4, 8]. Certain clinical data such as age, gender, BMI, family 
history, smoking history, etc. are used in the development of a predictive 
model for new onset HTN. However, a significant proportion of HTN 
patients remain asymptomatic, presenting only with advanced disease 
pathology or end-organ damage. Additionally, some individuals have 
fluctuating BP readings that complicate timely diagnosis and manage-
ment. Given these challenges, physiological signals like pulse wave ve-
locity, PPG, BCG, and ECG are often used for HTN prediction and 
diagnosis [45–49]. 

5.1.1. Clinical data processing 
It is observed from Table A1 that the various physiological factors 

can classify the subjects into normal and HTN using ML models effi-
ciently. In Ref. [191], Gradient Boosting Machines (GBM), LDA, XGB, 
and LR exhibit the highest accuracy of 90%. All GBM, XGB, LDA, and LR 
are achieved F1-score of 95 % and a recall rate of 100%, which 
comparatively better when compared to other techniques. The ML 
models showed that BMI and age are significant factors for HTN [191]. 
Among all various classifiers, RF achieved an AUC of 0.816, though the 
sensitivity is comparatively less when compared to XGB [67]. Interest-
ingly, it is also noted that RF performs better than medical protocols 
[67]. It is also observed that LR showed a better accuracy of 82.9% when 
compared to DT, RF, and Gradient Boosting (GB) models [192]. How-
ever, KNN also showed better performance by achieving a maximum 
accuracy of 86% [74]. In Ref. [35], only eight features are exploited to 
obtain the system accuracy of 99.5% using C4.5 DT and RF classifier. 
The authors have also used a 5-fold cross-validation scheme to avoid the 
biasing. Moreover, the C4.5 DT and RF classifier obtained an AUC of 1 

Fig. 7. Number of papers published on automated HTN detection from 2014 to 
2023. Papers are categorized based on their primary scope, distinguishing be-
tween HTN detection and assessment of secondary effects, as well as the type of 
data utilized, further classified into clinical, signal, or image datasets. 

4 https://www.qub.ac.uk/sites/NICOLA/InformationforResearchers/.  
5 https://personalpages.manchester.ac.uk/staff/niall.p.mcloughlin/. 
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for normal, pre-HTN, and stage-2 HTN and 0.99 for stage-1 HTN. In 
Ref. [66], CNN showed better performance by achieving an accuracy of 
89.95%, when compared to other ML methods such as KNN, RF, NB, etc. 
and used eight features. It also noted that the authors have used BiLSTM 
and autoencoder to learn textual description and physical indicators 
respectively from EHR [75]. They achieved an accuracy of 89.7% and 
hence extracted the full information from EHR. In Ref. [193], 4 mea-
surement types such as glucose, BP, weight, and BMI are considered and 
obtained an accuracy of 90% using a neural network model. Recently 
the model based on the XGB [68] has achieved an accuracy and AUC of 
88.81% and 0.894, respectively. It also achieved the F1-score of 93.18% 
and recall of 97.04%. It observed that age, weight, and fat are the 1st, 
2nd, and 3rd leading causes of HTN. SHAP analysis has also shown that 
these factors are significant risk factors associated with the occurrence of 
HTN [68]. Fig. 9 shows the performance of various techniques used in 
the prediction of HTN. 

Existing systems have limitations. They rely on potential risk factors 
collected from specific demographic populations through cross-sectional 
studies. It is difficult to generalize such systems, as numerical risk values 
may change over time. Additionally, different ML algorithms produce 
varying prediction rates, making it challenging to determine the most 
suitable model. Longitudinal studies are needed to identify algorithms 
best able to predict new-onset HTN risk over an extended period. 

5.1.2. Signal processing 
Within the category of signal processing approaches, PPG has been 

among the most frequently used modalities. PPG utilizes optical sensors 
to detect blood volume changes during the cardiac cycle and can be non- 
invasively measured from sites like the finger, earlobe, or wrist. From 
Table A2 it is observed that a multitude of methods were explored for 
medical data analysis, focusing primarily on predicting BP values. 
Among these, various ML techniques and CNN-LSTM displayed moder-
ate accuracy at 67.8%, with a sensitivity of 68.4% and specificity of 
66.6% [194]. Contrastingly, Filtering-CNN demonstrated improved 
performance, achieving an accuracy of 74.5%, indicating its potential 
for more precise BP estimations [99]. Holdout GoogLeNet emerged as a 
standout performer, showcasing impressive sensitivity (95.8%) and 
specificity (96.0%) for BP classification [84]. Similarly, EfficientNet, 
when combined with XG Boost for classification, exhibited an excep-
tional accuracy of 99.5% in 10 folds, signifying its robustness in 
handling BP-related data [195]. The utilization of diverse transforms 
such as synchro-squeezing, wavelet, and variational mode decomposi-
tion showcased competitive accuracies and lower errors in BP estima-
tions. For instance, wavelet scattering transform combined with SVM 
resulted in an accuracy of 71.42% and an F1-score of 76%, highlighting 
its potential in BP prediction [90]. Ensemble methods like RF and 
AdaBoost illustrated strong performances in certain scenarios, 

Fig. 8. Summary of the various techniques used for the automated detection of HTN. The papers are categorized by the main task (hypertension detection vs 
assessment of secondary effects) and the type of data used (clinical data, physiological signals, medical images). Within each category, the methods are further 
divided into machine learning (ML), deep learning (DL), and statistical techniques. 

Fig. 9. Summary of maximum accuracy(%) obtained using clinical data for 
automated hypertension detection with various machine learning techniques. 
Studies utilizing DT and RF classifiers achieved maximum accuracy. 
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indicating their efficacy in handling complex physiological data. RF, for 
example, displayed an accuracy of 99.4% in Holdout, showcasing its 
potential for accurate BP prediction [100]. The models combining 
various methodologies or features exhibited promising outcomes. 
Fusion models integrating frequency spectrum features with CNN dis-
played lower errors in BP estimations. For instance, the fusion model 
showcased a Standard Deviation (SD) of 7.25 mmHg and Mean Absolute 
Error (MAE) of 5.59 mmHg for SBP, emphasizing the potential benefits 
of amalgamating different techniques for more accurate predictions 
[92]. Despite these advancements, some models demonstrated room for 
improvement. The Signal Morphology model, based on DTs, exhibited 
moderate accuracy at 69.9%, emphasizing the need for further refine-
ment or additional features for better performance in BP prediction [95]. 

However, not all methodologies yielded equally promising out-
comes. For instance, the CNN model in conjunction with Continuous 
Wavelet Transform (CWT) achieved a lower accuracy of 90% in Holdout 
CNN. This suggests the need for refinement in implementing this 
particular combination for BP estimation [196]. In conclusion, these 
diverse methodologies in medical data analysis underline the 
complexity of healthcare data and the critical role of ML in predicting 
physiological parameters, especially BP. Each approach showcased 
distinct strengths and weaknesses, calling for continuous research and 
potential integration of techniques to enhance prediction accuracy and 
reliability in medical diagnostics and monitoring. 

ECG has also been widely applied to extract cardiac features infor-
mative for HTN. Various ML techniques were explored for medical data 
analysis, with diverse predictive performances noted, especially for 
cardiac and BP measurements. As shown in Table A3, the CART model 
exhibited an overall prediction success of 70.1% with a ROC area under 
the curve of 0.64, indicating moderate accuracy in classification tasks 
related to cardiovascular data [108]. Different transform methods such 
as Wavelets, Shearlets, and Contourlets were employed, displaying 
varying accuracies in their RF implementations. Contourlets out-
performed the others with an accuracy of 91.32%, emphasizing its po-
tential for more precise signal processing in cardiac data analysis [197]. 
An innovative approach utilized non-linear Empirical Mode Decompo-
sition (EMD) combined with supervised KNN classification, achieving a 
high accuracy of 97.70% [104]. This method demonstrated robustness 
in signal decomposition and feature extraction, leading to the accurate 
classification of cardiac data. DL techniques, particularly two-stage 
DNN, showcased impressive accuracy metrics. The first stage achieved 
an average accuracy of 99.68% with high sensitivity and specificity, 
while the second stage maintained a respectable average accuracy of 
90.98%, indicating a robust performance in cardiac data analysis, albeit 
with slightly lower sensitivity [111]. Individual CNN models demon-
strated varying degrees of performance. Some achieved high AUC scores 
(0.96) with decent sensitivity and specificity, while others ranged be-
tween 68% and 90% accuracy, suggesting differences in architecture or 
training approaches [198]. 

Ensemble methods, such as utilizing optimal bi-orthogonal wavelet 
filter banks with bagged trees classifiers, showcased exceptional area 
under the curve of 1.00 and classification accuracy of 99.95%, high-
lighting the potency of ensemble learning for accurate predictions in 
cardiac data analysis [106]. Composite neural networks incorporating 
multiple architectures and graphics information demonstrated prom-
ising results with varying mean absolute errors for systolic and DBP. 
While these errors varied based on dataset size, the approach showed 
potential for accurate BP estimation. Additionally, feature selection 
methodologies like RA-ReliefF and MPGA-BPN models exhibited rela-
tively low mean absolute errors for both systolic and DBP, indicating the 
effectiveness of feature selection in improving prediction accuracy 
[199]. However, some models demonstrated moderate performance, 
such as CNN with Residual Connections and CNN with LR, showing AUC 
scores of 0.845 and 0.92, respectively, suggesting room for improvement 
or optimization in these architectures for cardiac data analysis [114, 
115]. Overall, these diverse approaches highlight the evolving 

landscape of ML techniques in cardiac data analysis, underscoring the 
need for tailored methodologies to accurately predict and classify car-
diovascular parameters. The variations in model performance indicate 
the necessity for continued research and refinement to achieve higher 
accuracy and reliability in diagnosing cardiac conditions and moni-
toring patient health. 

Other common signals investigated include HRV derived from ECG 
or PPG recordings. This biosignal offers practical, inexpensive oppor-
tunities to passively monitor HTN indicators continuously over time 
through extracted pulse, heart rate, waveform morphology and 
variability-based features. The examination of HRV features, specifically 
through statistical analysis using SPSS, highlighted a reduction in HRV 
among subjects with HTN, suggesting potential implications for car-
diovascular health. This observation was further supported by studies 
indicating reduced HRV in high-risk HTN subjects. Classification models 
trained on HRV features demonstrated varying degrees of accuracy. 
Some models achieved exceptional results, such as those attaining 100% 
accuracy, sensitivity, and specificity in classifying low and high-risk HT 
subjects (please refer to Table A4). Similarly, HRV time and frequency 
domain feature-based models showcased high accuracy, ranging from 
96.7% to 97.08%, signifying the robustness of these features in classi-
fication tasks related to cardiovascular health [122]. However, not all 
classification models yielded equally high accuracies. For instance, a 
statistical analysis based on HRV parameters of 139 subjects achieved an 
accuracy of 85.7%, indicating relatively lower performance compared to 
other models [200]. This variation might stem from the complexity of 
HRV patterns among a larger and potentially more diverse subject 
group. Employing multidimensional HRV features alongside wavelet 
transform, ApEn, and SeEn revealed a promising classification accuracy 
of 93.3% [201]. This signifies the potential of combining various HRV 
features and signal processing techniques for accurate classification 
tasks associated with HRV data. Overall, the analysis of HRV features 
and their application in classification tasks showcased the potential of 
these metrics in discerning cardiovascular health conditions. While 
some models demonstrated outstanding accuracy, others showed 
slightly lower performance, highlighting the complexity of HRV data 
interpretation and the need for comprehensive feature selection and 
model optimization for precise classification and risk assessment in 
cardiovascular health studies. 

Finally, BCG measures body movements caused by cardiac ejection 
of blood. BCG utilizes sensors to detect subtle displacements and vi-
brations transmitted through the body caused by the heart contracting 
and blood flow within the vasculature. Various ML techniques and signal 
processing methods were explored to predict BP values. The results 
showcased diverse performances across different models and ap-
proaches. The neural network model exhibited a moderate level of ac-
curacy, with a MAE and standard deviation of 3.90 ± 4.79 mmHg for 
diastolic pressure and 4.62 ± 6.00 mmHg for systolic pressure, indi-
cating some variability in accuracy and potential inconsistency in BP 
estimations using this architecture [202]. On the other hand, the TQWT 
coupled with a KNN classifier displayed robustness in classification tasks 
related to BP, achieving an accuracy of 92.21%, along with high sensi-
tivity and specificity metrics, indicating its efficacy in accurately cate-
gorizing BP data [129]. Utilizing ensemble techniques with wavelet 
transform and extraction of non-linear features achieved an average 
classification accuracy of 89%, demonstrating promising performance in 
predicting BP values, though slightly lower compared to some other 
methods [130]. DL techniques, particularly deep CNN with Gabor 
transform and Continuous Wavelet Transform, demonstrated high 
classification accuracies ranging from 86.14% to 97.65% [131,132]. 
These approaches highlighted the potential of DL architectures in 
accurately estimating BP values from physiological data. The ConvMixer 
and Spectrogram techniques showed exceptional accuracies, ranging 
from 97.69% to 98.79% across different architectures (ResNet18, 
ResNet50, ConvMixer), underlining their effectiveness in BP estimation 
tasks [128] (please refer to Table A5). 
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While some methods demonstrated high accuracies and robustness in 
classification tasks, others showed moderately high errors or slightly 
lower accuracy rates. These findings highlight the computational ap-
proaches for this application area and suggest opportunities for addi-
tional research efforts. Fig. 10 shows the summary of results using 
various ML and DL approaches. 

5.1.3. Fused data processing 
The fusion of modalities for predicting physiological parameters, 

especially BP and cardiovascular health, showed varying performances. 
Combining ABP with PPG exhibited high sensitivity (93.1%) but lower 
specificity (76%) in a Holdout CNN model, indicating challenges in 
distinguishing patterns accurately [134]. PPG and HRV fusion achieved 
an F1-score of 83%, effectively categorizing HTN, and indicating 
promise in cardiovascular health assessment [203]. The fusion of PPG 
and ECG data revealed diverse accuracies, implying complexities in 
estimating BP with MAE and standard deviations. Different architec-
tures combining ECG and PPG signals demonstrated varying accuracies 
and errors, highlighting the significant impact of fusion techniques and 
architectures on BP estimations. Fusion techniques using ECG and PPG, 
coupled with feature extraction and classification methods, displayed 
varied MAEs for BP measurements [119,120,135,136,204–206]. Inte-
grating HRV features with ECG or BCG data showed accuracies ranging 
from 84.4% to 99.99% in cardiovascular health classifications, empha-
sizing the need for robust fusion techniques and models for accurate 
estimations [56,105]. 

Studies were also conducted by retrospectively collecting the data 
from Electronic Medical Records (EMRs) from a hospital [36,141]. The 
study utilized 79 different indicators such as 2 demographic, 4 comor-
bidity indicators, etc. The study used XGB to identify the etiologies in the 
patients with probable HTN. For the validation set the study attained 
AUC of 0.924. This study signifies the possibility of detecting the etiol-
ogies for secondary HTN with ML models using the EMRs which are 
normally available in hospitals. This might help the clinicians in early 
decision-making [36]. The studies are also conducted by collecting data 
from wearable smart devices making the data collection process 
future-ready [37]. In essence, fusion methods offer promise in under-
standing cardiovascular health parameters. These findings stress the 
importance of tailored fusion techniques and robust models for precise 
estimations and classifications in cardiovascular health assessment 
(please refer Table A6). 

5.2. Assessment of secondary effects of HTN 

The mechanism of HTN is complex and involves multifactorial ef-
fects. One impact involves changes in small arteries and arterioles, 
where structural alterations in blood vessels increase peripheral 
vascular resistance - a precursor to elevated BP [4]. Given its multifac-
eted pathophysiological mechanisms and asymptomatic nature in many 
cases, predicting and diagnosing HTN presents challenges for those most 
affected. In this context, medical imaging can help in visualizing the 

vascular changes in the brain and assessing structural changes in the 
heart, kidney, and eyes [50]. This requires revolutionary work on 
AI-based models in the prediction, diagnosis, and assessment of HTN 
patients using a multimodality approach. 

5.2.1. Image processing 
Within the category of image processing, several anatomical sites 

have been examined. Brain imaging modalities like MRI and CT have 
been used to identify subtle structural changes in the brain associated 
with HTN. Cardiac US provides insight into LVH and cardiac structure/ 
function. Retinal fundus photography can detect microvascular changes 
in the retina linked to hypertensive retinal disease. These anatomical 
imaging approaches complement functional biosignals data by evalu-
ating HTN-induced morphological impacts detectable through medical 
images. 

From Table A7, it is noted that studies have proved that ML-based 
techniques are showing promising results in the prediction of HTN. A 
study by Ref. [158] has performed automated segmentation of vascular 
trees. They compared the classification results of six different classifiers 
and reported 100% accuracy for the ensemble (RUSBoosted) classifier 
for the whole brain region. The study also analyzed the prediction of 
HTN from the Anterior and posterior brain only and noticed that the 
vascular changes occurring on the anterior side are more helpful in the 
prediction of HTN than the ones on the posterior side. A study by 
Ref. [163] captured the MRA and BP measurements of 342 subjects. The 
cerebrovascular structures were segmented initially segmented using 
discrete Gaussians. Further, the missed small vessels were captured 
using 3D adaptive segmentation. Vasculature was obtained using a 3D 
region growing technique. This study attained a dice similarity coeffi-
cient of 92.23%, 94.82% sensitivity, and 99.0% specificity for segmen-
tation. Further, the modifications in diameters of blood vessels and 
tortuosity were extracted and a feature vector was developed. This study 
generated synthetic data using the SMOTE. Finally, the features were fed 
to various classifiers, and using the AdaBoost ensemble the study ach-
ieved a maximum accuracy of 95.2% [163]. This also explored the sig-
nificance of systole and diastole measurement individually in the 
diagnosis of HTN and observed that the measurement of Mean arterial 
pressure (MAP) was better from both these measurements. Studies have 
also used CNN for segmentation and SVM for classification and attained 
an accuracy of 90% [160]. 

It can be observed from Table A8 that ML techniques are performing 
well in the prediction of HTN from the US images of the heart. A study 
was performed by Ref. [39] on 61 patients with HTN and 51 normal 
patients. This study applied various feature transformation techniques 
to highlight meaningful details in the images. A large number of features 
were generated but processing all of them would be tedious. It employed 
LSDA for feature reduction. Various combinations of transforms and 
classifiers were tested, with the best results being 99.11% accuracy 
using shearlet and contourlet transforms with a DT classifier. Contourlet 
transforms achieved 100% specificity while shearlet transforms ob-
tained 100% sensitivity. A major advantage is that only two features are 
needed for prediction, making the approach suitable for clinical appli-
cations using low-powered embedded systems. DL studies have also 
shown promise, with an ensemble of convolutional networks attaining 
97.6% accuracy and 100% sensitivity for pulmonary arterial hyperten-
sion detection [167]. Echocardiogram is used in diagnosing cardiac 
hypertrophy from HTN and there exists a correlation of ATG9a with left 
ventricular posterior wall thickness [164]. PH can also be found in 
newborns and infants with several cardiac, and systemic diseases which 
may lead to morbidity and mortality. Being a non–invasive technique 
echocardiography is one of the recommended techniques by pediatri-
cians for PH detection for these babies. A multi-view ECHO was 
collected by Ref. [168] study for the prediction of PH in newborns. The 
data was collected from 194 newborns. The study proposed spatiotem-
poral convolutional architectures and attained an F1-score of 0.84 & 
0.92 for severity prediction & binary detection respectively. 

Fig. 10. Summary of accuracy (%) obtained using various ML and DL tech-
niques with physiological signals for automated HTN detection. 
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The retinal vasculature could also be an indicator of the status of 
other vessels of the human body. Retinopathies accompanied by sys-
temic illnesses like HTN and diabetes are common these days. A regular 
ophthalmological check-up could be the best approach to reduce the 
risk. Studies are conducted to classify HRT using retinal fundus images 
and attained the accuracy, sensitivity, and specificity of 99% each and 
AUC of 0.99 using TL-based mobile-net architecture [181]. One of the 
major stages in the prediction of HTN is segmentation. In a study by 
Ref. [173] retinal vessel calibers were extracted by using principal 
component analysis and mathematical morphological techniques. 
Further, these images were processed to identify the vascular tree. Then 
Bifurcation angle and the Vessel caliber were computed. The study 
attained an accuracy of 94.17% for segmentation on the DRIVE dataset. 
Also, it attained a classification rate of 61% for the prediction of HTN. 
The pre-processed images captured from the Chinese population dataset 
were given as input to the pre-trained Inception V3 model and the 
feature vector was developed. A classifier with fully connected and 
softmax layers was trained for classification. The study attained an ac-
curacy of 68.8% and an AUC of 0.766 for HTN detection [172]. The 
drawback of this model is that it has a small dataset used for evaluation. 
Retinal analysis is dependent on the field of view of the camera used. 
With fundus camera with 450 can only cover a circular area up to 4 mm 
from the centre of the image. With the help of Ultra-widefield imaging 
with a scanning laser ophthalmoscope a wide area of retina can be 
covered. This helps to explore the vessel parameters in more regions 
than previously examined [174]. A study in Ref. [174], used these 
ultra-widefield images of the retina. They used Nasal–Annular Arteriole: 
Venule Ratio (NA-AVR) by considering the larger periphery of the 
retina. The outline of the location of the optic disk was manually an-
notated by an expert. Further with the help of scaled filters retinal 
vessels were segmented automatically. The average distance between 
parallel splines that were automatically fitted was used to determine the 
caliber (in microns) for each vessel segment in the measurement zone. It 
was observed that the NA-AVR ratio was higher in normotension in 
comparison with HTN. The limitation of this study is that it needs human 
intervention in the early stages thus leading to the possibility of bias. It 
can be observed that the applicability of ML models is not much 
explored in this field. Fig. 11 shows the highest performance of various 
techniques using imaging modalities. 

Recently, it is observed that KNN has achieved promising results, 
when using US images [207]. As can be seen in Table A7 – A9, most 
studies were conducted on private datasets which were not very large. 
Hence, the generalization of these methods needs to be assessed on a 
larger dataset before clinical use. Longitudinal datasets featuring 
follow-up scans could provide more robust insights, clearly showing 
vessel changes over time. However, scans like MRA may be difficult to 
obtain repeatedly due to cost. 

In the field of prediction using retinal fundus images applicability of 
ML models is not explored much. Pre-processing and segmentation are 
major parts of image-based analysis. Most of the studies have explored 

histogram and region-based techniques. However, Edge-based tech-
niques might give good results in automatic segmentation. 

Timely detection of secondary HTN causes through clinical assis-
tance has significant value, as it may enable faster treatment and low-
ered BP outcomes. While numerous clinical studies investigate this 
important domain, applications of ML models require more exploration 
to aid practitioners’ early detection capabilities. Larger, standardized 
datasets would advance such research and model validation efforts. 

5.3. Challenges and future directions 

While several studies have aimed to automatically detect HTN, there 
remains a lack of comprehensive work leveraging various data modal-
ities for HTN assessment. Additionally, no studies have yet correlated 
risk factors with physiological signals and their effects on organs such as 
the brain, eyes and heart. Connecting these diverse types of clinical in-
formation poses significant challenges. Therefore, large-scale, multi- 
center socio-demographic studies are needed to capture HTN-related 
risk factors, biosignals and medical images. This would allow the 
development of robust prediction models for early detection and eval-
uation of the condition. 

Some critical future directions are outlined below to help researchers 
to strengthen HTN identification in clinical decision-support tools. 
Comprehensively integrating relevant data domains through coordi-
nated efforts could advance the state of the art. More holistic modeling 
approaches leveraging diverse, linked datasets offer promise for 
improved understanding and management of this major health concern. 

Multimodality approach: In the realm of ML models, achieving 
robust detection, identification, and classification demands a compre-
hensive database comprising a diverse data modality. Integrating signals 
like PPG, ECG, BCG, and HRV, among others, lays the foundation for a 
multi-dimensional understanding of physiological responses [208]. 
These physiological signals, each offering unique insights into the 
body’s functioning, form a critical component. Leveraging imaging data 
sourced from vision transformers, CNNs, and other techniques enriches 
the spectrum by unveiling hidden patterns within complex visual in-
formation. This fusion of signals and imaging data serves as a gateway to 
unravel intricate connections and correlations, reinforcing the depth 
and accuracy of the analysis. However, the holistic view remains 
incomplete without the incorporation of clinical information. Numerical 
data encompassing vital metrics like heart rate, SpO2, diastolic, and SBP 
are invaluable puzzle pieces that contribute significantly to the 
comprehensive understanding of health dynamics. The synergy between 
multimodal data sources strengthens ML models, enabling more robust 
interpretations and informed decisions. Integrating diverse data types 
represents progress in boosting predictive accuracy and resilience, with 
the potential to deliver more reliable, nuanced and comprehensive 
outcomes for medical diagnostics and other applications. 

Use of novel image-based features: Advancements in image-based 
information extraction through cutting-edge models like Vision trans-
formers [209] and CNNs, or even a blend of both, present an exciting 
frontier in predictive analytics. These learning architectures excel in 
extracting intricate patterns and relationships within imaging data, 
paving the way for remarkably accurate predictions. The utilization of 
such models not only enhances the extraction of critical features from 
images but also complements the insights derived from other modalities, 
enriching the predictive capabilities exponentially. Incorporating an 
image-based dataset fortified by these advanced learning models stands 
as a potent asset, offering a treasure trove of visual cues and hidden 
patterns that can significantly elevate the precision and depth of pre-
dictions across a spectrum of applications, especially in healthcare and 
diagnostic realms. 

Uncertainty Quantization (UQ) and explainable AI (XAI): UQ and 
XAI stand as pivotal pillars in advancing the reliability and interpret-
ability of AI systems. UQ involves the assessment and articulation of 
uncertainty levels within AI predictions like Bayesian techniques (e.g. 

Fig. 11. Summary of accuracy (%) obtained using various ML and DL tech-
niques with medical imaging modalities used to assess the secondary effects 
of HTN. 
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Markov chain Monte Carlo, Monte Carlo dropout), ensemble techniques 
(e.g. deep ensembles), and other techniques (e.g. variational inference, 
Laplace approximations), acknowledging the inherent uncertainty of 
real-world data [210,211]. Probabilistic techniques are used to quantify 
uncertainties in predictions, allowing AI systems to express confidence 
or ambiguity levels. Meanwhile, XAI aims to demystify complex models 
by elucidating the decision-making process. It seeks to promote trans-
parency by providing understandable insights into how and why 
particular conclusions are reached. Explainable methods can help pro-
vide transparency around model interpretations and outcomes. The 
study [212] categorizes XAI methods into knowledge-driven and 
data-driven approaches and reviews concepts like the scope of expla-
nations, principles of XAI, properties of good explanations, and key 
challenges. It outlines a taxonomy for XAI methods using four ap-
proaches: functioning-based, result-based, conceptual, and mixed. The 
study [213] investigates SHAP [214], GradCAM [215], Local Inter-
pretable Model-agnostic Explanations (LIME) [216], Explainable 
Boosting Machine (EBM) [217], Case-Based Reasoning (CBR) [218], and 
Rule-Based Systems. In summary, by combining UQ with XAI method-
ologies, we not only enhance the reliability of AI predictions by 
acknowledging uncertainty but also empower users to comprehend and 
trust AI-driven decisions, fostering a symbiotic relationship between 
human understanding and machine intelligence. 

Internet of Thongs (IoT): As a futuristic procedure for biomarker 
sensing and disease detection (as depicted in Fig. 12), we present a 
scenario through the integration of IoT-based sensors into everyday 
wearable devices which has revolutionized healthcare in unprecedented 
ways. Smartwatches, embedded with advanced biosensors, constantly 
monitor an individual’s vital signs. As wearables collect this continuous 
stream of data, it is instantly transmitted to a secure and sophisticated 
cloud-based database. Here, powerful ML algorithms analyse this influx 
of information, utilizing predictive models to establish personalized 

baselines for everyone. These models continuously adapt and learn from 
the data, identifying patterns and deviations from normal parameters 
with remarkable accuracy. This comprehensive dataset, combined with 
AI-driven analytics, enables the early detection of potential health issues 
and allows for proactive interventions. This remote-based monitoring 
and health triage detection system has significantly reduced the burden 
on healthcare facilities and improved patient outcomes. Routine check- 
ups have become more efficient and personalized, as doctors can focus 
on high-priority cases while remotely guiding patients with minor is-
sues. The future of healthcare revolves around this seamless integration 
of IoT-based sensors, cloud databases, machine learning, and remote 
connectivity [219]. We foresee that preventive healthcare will take 
centre stage, empowering individuals to take charge of their well-being 
while fostering a more collaborative and proactive approach to 
medicine. 

6. Conclusion 

In this systematic review, we analyzed 122 relevant articles from 
major academic databases. Our findings show that ML and DL tech-
niques have been applied to detect HTN using clinical data, physiolog-
ical signals, and fused clinical-signal approaches. Imaging modalities 
have also leveraged various ML and DL methods to assess the secondary 
effects of HTN. We have examined the datasets and techniques used in 
prior work. A summary of techniques used to develop HTN prediction 
models was also provided. ML approaches have been widely adopted 
across all domains. However, DL techniques are gaining popularity as 
they integrate feature extraction and classification in an end-to-end 
manner. The review also highlighted that the overall system perfor-
mance could be improved through multimodal data and feature fusion. 
Finally, we discussed potential future research avenues aimed at 
strengthening AI model impact, reliability, and clinical relevance 

Fig. 12. Illustration of an IoT-based process for continuous remote monitoring and detection of HTN.  
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through more comprehensive modeling approaches. 
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Appendix A. Summary of results 

See Tables A1-A9.  

Table A1 
Summary of ML-based methods used to classify HTN using clinical data/ parameters.  

Sl. 
No. 

Paper Dataset Attributes Method Result 

1. [70] Students:400 BMI, waist and hip circumference, and 
waist-hip ratio (WHR) 

Classification tree Misclassification error rate = 0.16 

2. [33] Participants:1692  ANN Acc.: 100%–23% (one missing value) 
3. [69] MIMIC-II Records:446 HR, BP, and pulse volume Fuzzy c-means clustering (FCM) Acc.:92.51%, Sen.:94.53% 
4. [71] CPCSSN 

Patients: 185,371 
Controls:193,656 

11 Neural network Acc.:82% 

5. [34] NHIC 
Patients:4707 

BMI, DBP, total cholesterol and family 
history 

Various ML methods are used Acc.: 80.23%, F1-score: 0.8002 (for SVM) 

6. [66] MIMIC II 8 CNN Acc.: 89.95% 
7. [75] HTN: 34,232 records Textual + Numerical BiLSTM +autoencoder Acc.:89.7% 
8. [35] PPG-BP (PPG not used) Age, height, weight, systolic, BP, DBP, 

HR, Sex, and BMI (8 features) 
Various ML methods are used Acc.:99.5% (for C4.5 DT classifier & RF) 

9. [220] NHANES Samples:24,434  Neural Network Sen.:40%, Spec.: 87%, Prec.: 57.8%, AUC: 0.77 
10. [191] Participants: 8,18,603, 

HTN: 82,748  
Various ML methods are used Acc.:90%, F1-score: 95%, Recall:100% 

11. [77] Internal validation: 970 
patients 
External Validation:464 
patients  

SHAP + RF Acc.:81.9%, Sen.:61.9, Spec.:88.7, NPV:87.2%, 
AUROC = 0.884 

12. [193] Records:303 Measurement type:4 Multilayer feed-forward neural 
network 

Acc.:90% 

13. [67] Individuals: 20206 Dummy variable:28, Continuous 
variable:2 

Various ML methods are used Sen.:81.8%, Spec.: 62.9% (for RF) 

14. [74] Records: 33,289 23 Combining KNN and LightGBM Acc.:86%, Recall:92% 
15. [192] Individuals:30,320 13 Various ML methods are used Acc.:82.9%, Recall:89.6%, Prec.87.8%, F1- 

score:87.7%, AUC:0.829 (for LR) 
16. [73] HTN:12658, 

Non HTN: 18842 
Age, gender, BP, blood glucose, urea, 
and creatinine 

SMOTE + KNN Acc.:83.9%, Sen.: 83.3%, Spec.:85.1%, 
AUC:0.896 

17. [68] Respondents:612 27 Boruta-based feature selection +
ADASYN + XGB (SHAP) 

Acc.:88.81%, Prec.: 89.62%, Rec.: 97.04, F1- 
score: 93.18%, AUC:0.894 (For XGB) 

*Acc.: Accuracy, Sen.: Sensitivity, Spe.: Specificity, AUC: Area under curve, Rec.: Recall, Prec.: Precision.  

Table A2 
Summary of ML-based methods used to classify HTN using PPG signals.  

Sl. 
no 

Reference Dataset Modality Method Results 

1 [194] PPG-BP, Subjects: 219, Records: 657 PPG Filtering, CNN-LSTM Acc.: 67.8%, Sen.: 68.4%, Spec.: 66.6% 
2 [99] PPG-BP 219 subjects; Records: 657 PPG Filtering - CNN Acc.: 74.5%, Sen.: 73.4%, Spec.: 75.7% 
3 [84] MIMIC-II Records: 150 PPG Synchro-squeezing transform 

Holdout GoogLeNet 
Sen.: 95.8%, Spec.: 95.96% 

(continued on next page) 
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Table A2 (continued ) 

Sl. 
no 

Reference Dataset Modality Method Results 

4 [98] MIMIC-I Subjects: 39, 
MIMIC-II Records: 12000, 
MIMIC-III Subjects: 510 

PPG TQWT and RF MAE ± STD in SBP and DBP 0.74 ± 2.42 and 0.35 ±
1.06 respectively 

5 [221] WESAD Subjects: 17 PPG Holdout CNN Acc.: 96.7% 
6 [100] MIMIC-II Instances: 526906 PPG RF F1 Score: 99.4% 
7 [195] PPG-BP and MIMIC PPG Efficient-Net for feature Extraction and XG 

Boost 
Acc.: 99.5% 

8 [86] MIMIC-II Subjects: 441, 
Records: 1323 

PPG Whole-based feature, SVM Classification DBP:0.187, MAP:0.067, SBP:-0.050 

9 [87] PPG-BP Subjects: 219, Records: 657 PPG Variational mode decomposition + GBC Acc.: 99.3%, Sen.: 98.7%, Spec.: 100% 
10 [88] Private Subjects: 10 PPG Statistical features + AdaBoost Acc.:96.6%, Sen.: 94.9%, Spec.: 97.4% 
11 [89] MIMIC-II Subjects: 32536 PPG Nonlinear features + SVM Acc.: 70%, Sen.: 50%, Spec.: 75% 
12 [222] Vital DB Subjects: 3301 PPG Physiological parameters Holdout CNN Sen.: 80.7%, Spec.: 80.7% 
13 [90] NHANES PPG Wavelet scattering transform combined 

with SVM 
Acc.:71.42% and F1-score: 76% 

14 [91] Private PPG Autocorrelation and FFT-based methods 
for estimating heart rate  

15 [110] Private 200 subjects PPG CNN and LSTM Estimated the mean and SD error for SBP: +1.91±5.55 
mmHg and DBP: +0.67±2.84 mmHg 

16 [92] MIMIC II PPG Spectrum features and a specific fusion 
module with CNN 

SD and MAE of the fusion model 
SBP:7.25 mmHg and 5.59 mmHg; 
DBP: 4.48 mmHg and 3.36 mmHg 

17 [223] Private Patients: 109 PPG Cuffless and continuous BP 65 PPG 
features 

MAE for SBP: 4.59 mmHg, DBP: 2.47 mmHg (multiple 
linear regression) 

18 [224] MIMIC II PPG Receptive Field Parallel, LSTM 
Attention Shrinkage Network (RFPASN) 

MAE of 1.63/1.59 (DBP) and 2.26/2.15 (SBP) mmHg for 
BP 

19 [225] MIMIC PPG Multi-scale fusion and Multi-task learning 
ANN (MSF-MTLNet) 

Mean and SD of estimation error for SBP: 0.97 ± 8.87 
mmHg, 
DBP 0.55 ± 4.23 mmHg 

20 [101] MIMIC II PPG Hybrid LSTM-ANN model MAE ± SD 
SBP 3.39 ± 5.47 mmHg, 
DBP 1.79 ± 3.72 mmHg 

21 [93] Private 
Records:657,Patients: 219, 
Normal: 237, 
Pre-HTN 258, HTN Type-I 102, 
HTN Type-II 60 

PPG Discrete wavelet decomposition Classification 
NT vs. diabetic patients Acc: 99.1% 
NT vs PHT F1 score:92%, 83.1% 
NT vs.HT-I F1 score: 98.5%, 95.6% 
NT vs HT-II F1 score: 98.3%, 86.8% 
SBP and DBP respectively 

22 [226] MIMIC III PPG RF + GWO-GBRT MAE and SD: 
SBP 2.91 mmHg and 3.97 mmHg, DBP 1.71 mmHg and 
2.35 mmHg. 

23 [227] MIMIC II PPG Poincar’e-based feature extraction SBP and DBP: 0.79 ± 3.08 and 1.38 ± 4.53 mmHg, 
respectively (for GPR) 

24 [228] PPG-BP Subjects: 219; PPG k-fold CV DT, Holdout CNN-LSTM Acc.: 99.5 %(Best) 
25 [196] MIMIC-III Subjects: 30000 

Records: 67830 
PPG CWT Holdout CNN Acc.: 90% 

26 [94] Private Subjects: 121; 
Records: 700 HTN and 709 Normal 

PPG EMD + KNN Acc.: 99.4%, Sen.: 99.6%, Spec.: 99.2% 

27 [95] PPG-BP and MIMIC - III Subjects: 219 
and 140 resp 

PPG Signal morphology, DT Acc.: 69.9%, Sen.: 66.7%, Spec.: 71.1% 

28 [96] Subjects:121 subjects from the 
PPG–BP fig share database 

PPG BP feature with KNN F1-score:100% 

29 [137] MIMIC, Subject: 121 PPG CWT Classification using Pre-trained CNN F1-score:92.55% 
30 [50] Private, Subject:124 PPG Waveform features Sen.:85.71%, F1-score:92.31% 
31 [97] Public Dataset 

Subjects, Normal: 45, PHT: 58, HTN: 
45 

PPG Ensemble EMD with SVM Acc.: 89%, Sen.: 81%, Spec.: 85% 

*DBP: Diastolic Blood Pressure, SBP: Systolic Blood Pressure, MAP: Mean Arterial Pressure, FFT: Fast Fourier Transform, PHT: Pre-hypertension, ANFIS: Adaptive 
network-based fuzzy inference system, HT-I: Hypertension type 1, HT-II: Hypertension type 2, GPR: Gaussian process regression, MAE: Mean absolute error, GBC: 
Gradient boosting classifier.  

Table A3 
Summary of ML-based methods used to classify HTN using ECG signals.  

Sl. 
no 

Reference Dataset Modality Method Results 

1 [108] Private Subjects:235 IPF ECG CART Acc.: 70.1%, 
AUC: 0.64 

2 [197] MIT-BIH data set ECG Transform Wavelets, Shearlets 
and Contourlets with RF 

Acc.: 81.84% (Wavelets) Acc.: 82.97% 
(Shearlets), 
Acc.: 91.32% (Contourlet) 

3 [104] SHAREE Subjects: 139, MIT-BIH ECG 18 non-linear supervised KNN Acc.: 97.70%,Sen.: 98.90%,Spec.:=89.10% 

(continued on next page) 
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Table A3 (continued ) 

Sl. 
no 

Reference Dataset Modality Method Results 

4 [111] Physikalisch-Technische Bundesanstalt (PTB) diagnostic 
database 

ECG CNN First stage 
Acc.: 99.68%, 
Sen.: 99.51%, 
Spec.: 100.00%, 
F1-score: 0.997, 
Kappa: 0.993. 
Second stage deep 
Acc: 90.98%, 
Sen: 85.92%, 
Spec: 96.00%, 
F1-score: 0.905, 
Kappa: 0.819. 

5 [198] Patients: 2448 HCM 51,153 non-HCM ECG CNN AUC: 0.96 Sen.: 87%, 
Spec.: 90% 

6 [106] SHAREE database 
Patients: 139 HPT, 
PTB database 
Patients: 52 healthy 

ECG optimal bi-orthogonal wavelet 
filter bank with EBT 

Acc.: 99.95%, 
AUC: 1.00 

7 [229] Cooking hacks 180◦ eMotion FAROS Zephyr Bioharness 
module Savvy sensor platform Charis Physionet database 

ECG Information Fusion Acc.: 72.83% 

8 [112] Private ECG CNN Acc.: 68–70% 
9 [105] MIT-BIH ECG FDM+KNN Acc.: 99.91% 
10 [113] SHAREE ECG CNN and SVM classifier Acc.: 93.33% 
11 [114] CODE Dataset ECG CNN with Residual Connections AUC: 0.845 
12 [115] Private Patients: 99,252 ECG CNN with LR AUC: 0.92 
13 [109] Private ECG SVM Acc.: 85% 
14 [116] Shinken Database ECG CNN AUC: 0.92 
15 [117] Physiobank Long-Term AF Database ECG CNN and Transformer AUC: 0.71 ± 0.02 
16 [199] UCI_BP dataset, Subjects: 522 and 23,608 sets of data ECG RA-ReliefF feature selection and 

MPGA-BPN models 
The MAE ± SD of SBP: 2.59 ± 3.41 mmHg 
DBP: 2.69 ± 3.31 mmHg, respectively 

17 [107] SHAREE: Patients: 139 ECG Signal fractal dimension and 
Log energy, Wavelet 

Acc.: 100 % discrimination of LRHT, HRHT 

18 [118] Private ECG CNN AUC: 0.89 

*CART: Classification and Regression Trees, EBT: Ensemble bagged trees classifier.  

Table A4 
Summary of ML-based methods used to classify HTN using HRV signals.  

SL.No. Reference Dataset Modality Method Results 

1 [121] Private, Subjects: 60 HRV HRV features Statistical analysis using SPSS HRV reduce in HT subjects 
2 230 SHAREE, Subjects 139 HRV HRV features +RUSBoost Acc.: 97.08% 
3 [122] Private, Patients :113 HRV Nonlinear parameters +

SVM 
Acc.: 100%, 
Sen.: 100%, 
Spec.: 100% 

4 [123] Private, Patients: 185 HRV Features (time & frequency) + SVM Acc.: 96.7% 
5 [124] Private, Patients: 56 HRV Features (time & frequency) HRV decreased in HT group 
6 [200] SHAREE HRV  

Nonlinear features+RF 
Acc.: 85.7%, 
Sen.: 71.4%, 
Spec.: 87.8% 

7 [126] SHAREE, Subjects:139 HRV Wavelet transform + RF AUC: 0.95 
8 [201] Private, Subjects: 24 HRV Features (time & frequency) + SVM Acc.: 93.3%   

Table A5 
Summary of ML-based methods used to classify HTN using BCG signals.  

SL. 
No 

Reference Dataset Modality Method Results 

1 [202] Private BCG Neural network MAE and SD 
DBP: 3.90 ± 4.79 
mmHg, 
SBP: 4.62 ± 6.00 
mmHg 

2 [129] figshare link: https://doi.org/ 
10.6084/m9.figshare.7594433 

BCG TQWT + KNN Acc.: 92.21%, 
Sen.: 92.96%, and 
Spec.: 91.60% 

3 [130] Private BCG wavelet transform, non-linear features are extracted from the SBs of WT and 
IMFs of EMD and ensemble gentleboost (EGB) 

Acc.: 89% 

4 [132] Private, Records (35 males and 32 
females): 67 

BCG CNN and Gabor transform techniques Acc.: 97.65% 

(continued on next page) 
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Table A5 (continued ) 

SL. 
No 

Reference Dataset Modality Method Results 

5 [131] Private Patients: 67 HC and 61 HPT BCG Continuous Wavelet Transform and ANN Acc.: 86.14% 
6 [128] RS-611 link: https://doi.org/10.6084/ 

m9.figshare.7594433 
BCG ConvMixer and Spectrogram Techniques ResNet 50 Acc.: 

98.79%, (Best)   

Table A6 
Summary of the studies performed using data fusion for the detection of HTN.  

SL. 
No 

Author 
and Year 

Dataset Modality Method Results 

1 [134] MIMIC III, Subjects: 50, 
Records: 635 

ABP and PPG CWT Holdout CNN Sen.: 93.1%, Spec.: 76% 

2 [203] Private, Subjects: 20 PPG and HRV Mean, STD, min and max, Features 
(time & frequency) 

F1-score:83% 

3 [204] MIMIC II PPG and ECG Multi-filter to multi-channel MAE and SD for DBP: 2.13 (2.47) and 3.07 
(3.52) mmHg; SBP: 3.52 (4.18) and 5.10 
(5.87) mmHg 

4 [102] Private PPG and ABP Shallow Neural Network Sen.: 93%, Spec.: 88%, Acc.: 90% 
5 [136] MIMIC II PPG and ECG CNN LSTM SBP and DBP is − 0.17 ± 4.62 mmHg and 

− 0.24 ± 2.95 mmHg 
6 [135] MIMIC III PPG and ECG Nested Attention-guided 

BiConvLSTM network 
MAE for SBP: 2.63 mmHg, DBP:1.09 mmHg, 
MAP:2.37 mmHg 

7 [231] PPG-BP Subjects: 219, 
Records: 657 

PPG and ECG Holdout ResNet CNN  

8 [140] Private, Subjects: 43 PPG and HRV HRV time and frequency domain 
features 

Acc.: 85.47%, Spec.: 83.33%, Prec.: 92.11% 

9 [205] UCI Machine Learning 
Repository MIMIC III 
Records: 12,000 

ECG and PPG PTT and PIR measurements DBP : − 0.09, MBP: − 0.16, SBP: − 0.29 

10 [119] MIMIC III waveform 
database 

ECG and PPG LSTM MAE− 0.22 ± 5.82 mmHg, − 0.57 ± 4.39 
mmHg, and − 0.75 ± 5.62 mmHg for SBP, 
MAP, and DBP measurements 

11 [206] MIMIC II ECG and PPG Womersley number (feature 
extraction), BP, GA with the RF 

MAE for SBP:13.53 mmHg, DBP:9.51 mmHg, 
MBP:6.70 mmHg 

12 [120] MIMIC III ECG and PPG CNN-LSTM network MAE 
SBP:4.41 mmHg, 
DBP: 2.91 mmHg, 
MAP: 2.77 mmHg 

13 [139] MIMIC II ECG and PPG Hybrid neural network MAE for SBP: 3.7 mmHg, DBP: 2.81 mmHg 
14 [125] Private, Subjects: 71 HRV and ECG CWT, HRV feature F1-score = 91.33% 
15 [56] 128 Open source HRV and BCG Features (time & frequency) Acc.: 84.4%, Prec.: 82.5%, 
16 [127] Private 18 subjects BCG and HRV Features (time & frequency) and DFA Acc.: 92.3% 
17 [133] 30 subjects Echocardiography and ECG strain & temporal features + SVM Prec.:97.62%, Sen.:93.33%, F1-score:95.43% 
18 [232] Healthy:357 patients PH:405 

patients 
echocardiographic measures +
Chest X-rays 

Used various deep learning 
approaches such as Xception, 
Inception V3, and Resnet50, 

AUC:0.97 

19 [171] 142 patients echocardiographic measures +
Chest X-rays 

DL approach AUC: from 0.65 to 0.74 (for PH) 

20 [37] Hypertensive: 402, healthy: 
128 

ECG + location + weather 
condition + cardiovascular 
features 

MLP, RF Acc: 87.8%, Sensitivity: 88.1%, Specificity: 
87.1% (for RF) 

21 [36] 7532 patients 79 clinical indicators + CT 
reports 

XGB AUC: 0.924 

22 [141] 200 patients MRI of heart, kidneys, renal 
arteries, adrenals and aorta. 

clinical + Kruskal-Wallis  

*GA: Genetic algorithm.  

Table A7 
Summary of the studies performed using MRA images for the detection of HTN.  

Sl. 
No. 

Paper Dataset Image 
Modality 

Methods Results 

1 [162] 15 patients MRA 3-D Local adaptive segmentation + Median vascular radius 
and Tortuosity + Correlation 

Sen.:94.82%, Spec.:99%, 
DSC:92.23%,AVVD:10.03% 

2 [160] 60 Subjects MRA 3D - CNN + vessel diameters and tortuosity + SVM Acc.:90% 
3 [38] Normotensive: 33 subjects 

Hypertensive:33 subjects 
MRA 3D - CNN + diameters and tortuosity + ANN Acc.:90.9% 

4 [161] 190 MRA Linear Combination of Discrete Gaussians (LCDG) + 3D 
connectivity 

DSC: 89.06 ± 6.39 

5 [158] 72 subjects MRA Linear Combination of Discrete Gaussians (LCDG) Acc.:100% (for HTN) 
6 [163] 342 subjects MRA 3D adaptive region growing + diameters and tortuosity +

Ensemble classifier 
Acc.:95.2% 
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*MRA :Magnetic Resonance Angiography, DSC :Dice Similarity Coefficient, AVVD: Absolute Vessel Volume Difference.  

Table A8 
Summary of the studies performed using US images for the detection of HTN.  

Sl. 
No 

Paper Dataset Image Modality Methods Results 

1 [165] Normal:49 PH:49 Echocardiographic images GWLBP + fuzzy entropy + SVM Acc.:91.77%, Sen.:96%, 
Spec.:87.33% 

2 [166] 90 patients echocardiographic measures RF of regression trees AUC:0.87 
3 [39] Healthy:54 patients HTN:54 patients Echocardiographic images Shearlet and contourlet transform + LSDA 

+ DT classifier 
Acc.:99.11% 

4 [167] Normal:67 patients PAH:450 patients 
RV dilatation:308 patients 

Echocardiographic images Ensemble of deep convolutional networks Acc.: 97.6 %, Sen:100% (for PH) 

5 [168] 194 newborns echocardiography videos/ 
echocardiograms 

Spatio-temporal convolutional architectures F1-score:0.84 & 0.92 (severity 
prediction & binary detection) 

6 [169] Normal:112 HTCM:185 Echocardiographic images 3-D ConvNet + weakly supervised feature 
ensemble module 

Acc.:92%, Sen.:97%, Spec.:84%, 
AUC:0.90 

7 [170] PH: 346 patients Echocardiographic images Local features + ML model AUC = 0.950 
8 [164] 168 patients ATG9a and US cardiogram Showed a correlation of ATG9a with left 

ventricular posterior wall thickness    

Table A9 
Summary of the studies performed using retinal fundus images for the detection of HTN.  

Sl. 
No 

Paper Dataset Used imaging Methods Results 

1 [173] DRIVE, Private: Normal:38 subjects, 
diseased:29 

Retinal fundus images Measurement of vessel calibers and bifurcation 
angles 

Acc.:94.17% 

2 [172] 625 participants Retinal fundus images InceptionV3 Acc.:68.8%, AUC:0.766 
3 [174] 440 participants Ultra-widefield imaging 

of retina 
Scaled filters + supervised ML classifier AUC: left eye: 0.73, right 

eye: 0.64 
4 [179] HRT:1600 Non-HRT:2670 Retinal fundus images DenseHyper system + deep residual learning 

network 
Acc. = 95% 

5 [181] HRT: 3410 Non- HRT:5760 Retinal fundus images TL-based MobileNet architecture Acc.:99% 
6 [180] HRT-NR:200, HRT-MD:200, HRT-MO:200, 

HRT-MG:200, HRT-SR:200 
Retinal fundus images Enhanced fuzzy C-means clustering + Improved loss 

function in ResNet152 
Acc.:98%  

Appendix B. Abbreviations 

See Table B1.  

Table B1 
Abbreviations of Major terms  

Abbreviations Definitions Abbreviations Definitions 

ABP Arterial Blood Pressure LightGBM Light Gradient Boosting Machine 
ADASYN Adaptive Synthetic LR Logistic Regression 
AE Autoencoder LSDA Locality-Sensitive Discriminant Analysis 
AI Artificial Intelligence LVH Left Ventricular Hypertrophy 
ANN Artificial Neural Network MAE Mean Absolute Error 
BCG Ballistocardiogram MIMIC-II Multiparameter Intelligent Monitoring In Intensive Care II 
BiLSTM Bidirectional Long Short-Term Memory ML Machine Learning 
BMI Body Mass Index MLP Multi-Layer Perceptron 
BP Blood Pressure MRA Magnetic Resonance Angiography 
CAD Computer-Aided Diagnostic MRI Magnetic Resonance Imaging 
CKD Chronic Kidney Disease NB Naive Bayes 
CNN Convolutional Neural Network NHANES National Health And Nutrition Examination Survey 
CPCSSN Canadian Primary Care Sentinel Surveillance Network NHIC National Health Insurance Corporation 
CT Computed Tomography NICOLA Northern Ireland Cohort For The Longitudinal Study Of Ageing 
CVD Cardiovascular Disease PAP Pulmonary Arterial Pressure 
CWT Continuous Wavelet Transform PH Pulmonary Hypertension 
DBP Diastolic Blood Pressure PPG Photoplethysmography 
DL Deep Learning PRISMA Preferred Reporting Items For Systematic Reviews And Meta-analyses 
DNN Deep Neural Network RF Random Forest 
DT Decision Tree SBP Systolic Blood Pressure 
ECG Electrocardiography SHAP Shapley Additive Explanations 
EHRs Electronic Health Records SHAREE Smart Health For Assessing The Risk Of Events Via ECG 
EMD Empirical Mode Decomposition SMOTE Synthetic Minority Over-Sampling Technique 
GBM Gradient Boosting Machine SD Standard Deviation 
GGMRF Gauss-Markov Random Field SVM Support Vector Machine 

(continued on next page) 
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Table B1 (continued ) 

Abbreviations Definitions Abbreviations Definitions 

GWLBP Global Weighted Local Binary Pattern TL Transfer Learning 
HCM Hypertrophic Cardiomyopathy TQWT Tunable Q-Factor Wavelet Transform 
HMOD Hypertensive Mediated Organ Damage UQ Uncertainty Quantization 
HRT Hypertensive Retinopathy US Ultrasound 
HRV Heart Rate Variability WoS Web of Science 
HTN Hypertension XAI Explainable AI 
KNN K-Nearest Neighbour XGB Extreme Gradient Boosting 
LDA Linear Discriminant Analysis    
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