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Abstract—Mobile edge computing (MEC) deploys edge servers at the base station in the proximity of users to provide cloud

computing-like computing and storage functionalities, which can achieve applications’ low latency requirement at the network edge.

The edge server network (ESN), constituted by edge servers in an area and the links between them, can host app vendors’ services for

serving nearby users. Many existing studies have demonstrated that a high ESN density allows for high service performance because

edge servers can communicate and share resources with each other effectively over the ESN. However, in the real-world MEC

environment, constructing a high-density ESN may incur high construction costs. The trade-off between construction cost and network

density plays a vital role in the design of an ESN. Unfortunately, existing studies of MEC have commonly and simply assumed the

densities of the ESNs in their experiments. In this paper, we make the first attempt to study the design of cost-effective ESNs with the

aim to trade off between the network construction cost and the network density. We model this novel Edge Server Network Design

(ESND) problem as a constrained optimization problem and prove itsNP-hardness. ESND-O as an optimal approach is proposed

based on integer programming to solve small-scale ESND problems. Another approximation approach named ESND-A is designed to

solve large-scale ESND problems efficiently. We conduct extensive experiments to test the performance of ESND-O and ESND-A on a

real-world dataset, and the experimental results demonstrate their effectiveness and efficiency against four representative approaches.

Index Terms—Mobile edge computing, edge server network, network density, optimization algorithm

Ç

1 INTRODUCTION

IN recent years, mobile traffic has rapidly increasedwith the
fast growth of mobile and internet-of-things (IoT) services.

CISCO’s report [1] predicts that the world’s mobile traffic is
expected to increase at an average annual rate of 46%, and
will reach 77 exabytes per month by 2022. Transmitting such
a large amount of data can consume excessive network
resources and incur heavy network traffic. Meanwhile, the
cloud computing paradigm constrained by the heavy
network transmitting overhead is failing to guarantee
applications’ low latency demands. To tackle these chal-
lenges, mobile edge computing (MEC) as a key enabler technol-
ogy that facilitates the 5G mobile network, which pushes the
cloud computing-like storage and computing functionalities

to the edge of the network close to end-users and end-devices
[2], [3].

In the MEC environment, adjacent edge servers can com-
municate with each other via high-speed links between
them [4], [5]. The edge servers in a specific area and the
links between constitute an edge server network (ESN) [6], [7].
App vendors can hire the computation and storage resour-
ces (together referred to as resources hereafter) on edge serv-
ers for deploying their services over the ESN, so as to serve
nearby users with low latency [8]. This can significantly
reduce the expensive cloud-to-edge data transmission costs
[6], [9], [10] and the end-to-end service latency [11]. Over
the ESN, geographically adjacent edge servers can share
their resources to alleviate the issues raised by their con-
strained resources [12]. Compared with the cloud-edge
architecture, the collaboration ESN can overcome the prob-
lem of single point of failure and the performance bottle-
neck caused by the backhaul network [13], [14].

Existing studies of MEC infrastructure focus on the place-
ment of edge servers across optional locations to achieve vari-
ous optimization objectives, e.g., minimum edge server
deployment cost [15], maximum user coverage [16], maxi-
mum edge network robustness [17], etc. However, the impor-
tance of ESN design is neglected. Edge network density,
measured by the average number of links per edge server, sig-
nificantly impacts edge servers’ ability to collaborate, and con-
sequently the performance of the services deployed on edge
servers. In general, a high network density connects edge serv-
ers tomany other edge servers and allows them toutilizemore
system resources through collaboration. This allows for high
service performance because it enables low-latencymessaging
and data transmissions between edge servers. This has been
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confirmed by the experimental results of many existing stud-
ies in the field of MEC, such as edge user allocation [18], edge
data caching [19], [20], edge data distribution [6], edge data
deduplication [21], and edge data synchronization [22]. Take
the edge data caching problem [19], [20] as an example. It
caches popular data on edge servers with the aims to guaran-
tee the lowdata retrieval latency over the ESN formobile users
at minimum data caching costs. Collaboration among edge
servers plays a vital role in this problem. As demonstrated by
the experimental results presented in [19], [20], [23], a high net-
work density allows for low data caching costs by enabling
efficient collaboration between edge servers - it is easier for
app vendors to ensure lowdata retrieval latency for their users
withminimum cache data replicas over the ESN.

From the perspective of the edge infrastructure provider
(EIP), e.g., Amazon and T-Mobile, a high ESN density often
leads to a high network construction cost. It includes the
hardware and labour costs of deploying networking devices
like network cables, optical fibers, routers, switches, etc.
These metrics are usually billed region-specifically. Thus,
the geographic distances between edge servers are adopted
in our model to measure the construction cost in a generic
manner because it is usually costly to build a link between
two far away edge servers and vice versa. A straightforward
solution to constructing an ESN with a high network den-
sity in an area is to deploy a high-speed link between every
pair of adjacent edge servers in the area. However, this can
easily incur an excessive network construction cost - the
density of 5G base stations is up to 50 per km2 [24]. In prac-
tice, an EIP must ensure that the network construction cost
does not exceed its budget. Within this budget, how to trade
off between network density and network construction cost
is an urgent and challenging problem for EIPs.

Focused on network connectivity in edge server network
construction, this paper complements existing studies in
designing sophisticated solutions to edge server network
construction. It presents the first formal study of the Edge
Server Network Design (ESND) problem, aiming to optimize
the trade-off between network density and network con-
struction cost. Its major contributions are as follows:

� We model the ESND problem as a constraint optimi-
zation problem formally and prove that it is
NP-hard.

� We propose an approach named ESND-O for finding
optimal solutions to small-scale ESND problems
based on integer programming, and an approxima-
tion approach named ESND-A for finding approxi-
mate solutions to large-scale ESND problems
efficiently.

� We conduct comprehensive experiments on a real-
world dataset to test the performance of ESND-O
and ESND-A against two baseline approaches and
two state-of-the-art approaches.

2 MOTIVATING EXAMPLE

Fig. 1 presents five edge servers in a specific area, e.g., Mel-
bourne CBD, denoted as fs1; s2; . . . ; s5g. The cost of con-
structing a link between two edge servers can be estimated
by the EIP based on the surrounding environment. It is

annotated as a weight of the edge between the two edge
servers in the figure. To discuss and model the ESND prob-
lem generically, the cost of constructing a link between two
edge servers is measured by the geographic distance
between the edge servers. There are various ways to build
links to construct the ESN in this area. From the EIP’s per-
spective, the ESN must be adequately dense to ensure high
performance for services deployed over the network. How-
ever, the network construction cost must be taken into
account to achieve a cost-effective ESN design.

Fig. 1a presents a straightforward ESN design, i.e., to
build a link between every pair of edge servers. This design
achieves the highest network density of 4 - each edge server
is connected to an average of 4 other edge servers over the
network. However, the network construction cost incurred
by this strategy is high, reaching 36. This may not be the
most cost-effective ESN design. For example, the long link
between s2 and s4 incurs a high link construction cost, i.e.,
the cost of constructing a link. Fig. 1d depicts a low-cost
ESN design that incurs a network construction cost of only
10, 72% less than that incurred by Design #1 presented in
Fig. 1a. However, the network density produced by Design
#4 is 60% lower than that produced by Design #1. This
design significantly sacrifices network density, which trans-
lates into service performance directly, for a low cost. It is
usually not the most cost-effective solution either from the
EIP’s perspective.

Figs. 1b and 1c present two ESN designs as trade-off sol-
utions between Design #1 and Design #4, incurring network
construction costs 31% and 42% lower than Design #1,
respectively. Their network densities are only 20% and 30%
lower than Design #1. The priorities for network density
and network construction cost can be adjusted by the EIP to
suit its need. For example, if the user density is high in the
area, the EIP is likely to prioritize Design #2 over Design #3.
Given a number of edge servers, there are many possible
ESN designs. In real-world ESND scenarios, the number of

Fig. 1. Example of Edge server network design schemes.
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edge servers to connect is usually much larger and different
ESN designs offer various trade-offs between network den-
sity and network construction costs. From the EIP’s perspec-
tive, it is important and challenging to be able to evaluate
these designs and find one that offers the optimal trade-off.

3 PROBLEM AND MODEL FORMULATION

In this section, we first formulate the ESND problem and
then prove its hardness theoretically. Table 1 summarizes
the main notations and their definitions.

3.1 Problem Formulation

Given n edge servers in a specific area, denoted as s1, ..., sn,
let graph GðS;EÞ denote an ESN design that connects the
edge servers, where each vertex represents an edge server
si 2 S and each edge represents a link between edge
servers.

As discussed in Section 1, the cost of building a link
between two edge servers is mainly composed of hardware
and labor costs. These are usually correlated with the physi-
cal distance between the edge servers. In general, it can be
estimated by the EIP based on the surrounding environ-
ment and geographic distance between edge servers. Please
note that the approaches proposed in this paper do not
mandate that construction costs be measured by geographic
distance. In practice, the costs of connecting edge servers
can be estimated based on local cost factors, e.g., labor costs,
geographic surroundings, hardware prices, etc. It can then
be fed to our approaches as inputs. Let wi;j denote the geo-
graphic distance between edge servers si and sj. An ESN
design can be represented as a matrix P ¼ fpi;j; 8si; sj 2 Sg,
where pi;j 2 f0; 1g indicates whether edge servers si and sj
are connected in the design.

pi;j ¼
0 if si is not connected to sj

1 if si is connected to sj

�
: (1)

Sometimes, it is too expensive or impossible to link two
edge servers due to the sophistication in the surrounding
environment, e.g., a river flowing between them. This is to
be evaluated by the EIP area-specifically. If two edge servers
can be connected, they are referred to as neighbor edge serv-
ers. Let NðsiÞ represent the set of adjacent edge servers of si.

Let jNðsiÞj denote the size of the set of si’s neighbor edge
servers. Thus, the maximum number of edge servers that
edge server si 2 S can be connected to by any ESN design is
jNðsiÞj:

Xn
j¼1

pi;j � jNðsiÞj; 8si 2 S: (2)

The total network construction cost incurred by an ESN
design P is calculated as follow:

CðP Þ ¼
Xn
i¼1

Xn
j¼1

pi;jwi;j; 8si 2 S; sj 2 NðsiÞ; (3)

where wi;j denotes the distance between edge servers si and
sj. As discussed in Section 1, it indicates the cost of con-
structing the link between si and sj.

Given the EIP’s budget B for constructing the ESN, the
total network construction cost must not exceed B:

CðP Þ � B: (4)

LetDðP Þ denote the network density produced by P . It is
measured by the ratio of the total degrees in the ESN over
number of edge servers:

DðP Þ ¼
Pn

i¼1 di
n

; 8si 2 S; (5)

where di denotes the degree of edge server si, expressed asPn
j¼1;j6¼i pi;j.
To allow for the highest service performance, the net-

work density produced by P must be maximized:

maximize DðP Þ: (6)

In the meantime, the EIP usually also needs to minimize
the cost of constructing the ESN:

minimize CðP Þ: (7)

As illustrated in Section 2, network density often conflicts
with network construction cost and there is a trade-off to
manage. To optimize the trade-off between the density and
construction cost of an ESN, we employ the widely-used
compromise programming technique [16], [25] to evaluate
an ESN design P , which can be defined as follow:

CDðP Þ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tc

�
CðP �Þ � CðP Þ
CðP �Þ � CðP ��ÞÞ

F þ tdð
DðP �Þ �DðP Þ
DðP �Þ �DðP ��Þ

�F
F

s
(8)

where P � is the hypothetically-best ESN design, i.e., the one
that produces the maximum network density and the mini-
mum network construction cost of all the possible ESN
designs. Here, CðP �Þ and DðP �Þ represent the minimum
network construction cost (without consideration of net-
work density) and the maximum network density (without
consideration of network construction cost), respectively.
They cannot be achieved at the same time by any ESN
design. P �� is the hypothetically-worst ESN design, which is
the opposite of P �. Let F denote the distance measurement
parameter between each decision criterion in compromise
programming. Parameter F 2 ð0;1Þ is the measurement of
a solution’s closeness to the optimal solution P � to the

TABLE 1
Notations Summary

Notation Description

B cost budget
CðpÞ total cost of edge server links with strategy p
CDðpÞ CD-CP of ESND with strategy p
DðpÞ total density of edge server network with strategy p
di degree of edge server si
NðsiÞ si’s neighbor edge servers
n finite number of edge servers
P ESN design represented by a matrix
pi;j accessibility between si and sj
S finite set of edge servers
si edge server i
W distance matrix of edge servers
wi;j distance between si and sj
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ESND problem. The F value dictates how different factors
contribute to the optimization objective collectively. A large
F value will amplify the contributions made by the main
factor. Usually, if one factor is not expected to overshadow
the other factors, a small F value, typically 2, is used [17],
[25]. In the context of ESND, both network density and con-
struction cost are considered. Thus, F ¼ 2 is employed. The
impact of different F values will be experimentally evalu-
ated in Section 5. Parameter tc and td are the standardized
forms of the two optimization objectives’ weights, i.e., the
EIP’s preference for network construction cost and network
density where tc þ td ¼ 1:0. For example, when tc ¼ 1 and
td ¼ 0, EIP pursues minimum network construction cost
only. Such an ESN is suitable for latency-insensitive applica-
tions, e.g., distributing system update files over a large geo-
graphic area. When tc ¼ 0 and td ¼ 1, network density
maximization is EIP’s only concern. Such an ESN is suitable
for latency-sensitive applications like VR and online gaming
in a small geographic area.

Let us suppose that tc ¼ td ¼ 0:5 (as shown in Fig. 2),
ESN design P3 produces a higher network density than P4

at the same network construction cost. In addition, ESN
design P2 incurs a lower network construction cost than P3

while producing the same network density. Among the
four ESN designs, P2 is the most cost-effective.

To achieve the optimal trade-off, the optimization objec-
tive in the ESND problem is to minimize the compromise
programming value, expressed as follow:

minimize CDðP Þ: (9)

3.2 Problem Hardness

Now, we introduce a classic NP-hard problem named the
Travelling Salesman Problem (TSP) to prove the NP-hardness
of the ESND problem by reducing it to the TSP problem.
Given an undirected weighted graph G ¼ ðV;EÞ and an n�
n distance matrix G ¼ fgi;j; 8vi; vj 2 V g, where gi;j denotes
the distance between vertexes vi and vj. Let K ¼
fki;j; 8vi; vj 2 V g denote the accessibility matrix, the TSP
problem can be formulated as follows:

min
Xn
j¼1

Xn
i 6¼j;i¼1

ki;jgi;j (10)

s.t.: ki;j 2 f0; 1g; i; j ¼ 1; . . . ; n (11)

Xn
i¼1;i 6¼j

ki;j ¼ 1; j ¼ 1; . . . ; n (12)

Xn
j¼1;j6¼i

ki;j ¼ 1; i ¼ 1; . . . ; n: (13)

The reduction from the TSP problem to the ESND prob-
lem can be conducted as follows: 1) Let the distance
between any two edge servers si and sj be a deterministic
value; 2) Let the budget B ¼ ðn� 1Þwmax where n is the
number of edge servers to be connected by the ESN and
wmax denotes the maximum distance between edge servers
over this ESN. Given an instance of the TSP problem
TSP ðV;E;G; KÞ, we can construct an instance of the ESND
problem ESNDðV �; E�;W; P Þ with the reduction above
where jV j ¼ jV �j and jGj ¼ jW j in polynomial time. It is

obvious that constraint (11) is equal to constraint (1). In the
TSP problem, constraint (12) indicates that one vertex can
only connect to another vertex once at maximum, while con-
straint (13) indicates that any vertex can connect to up to 2
other vertices. Therefore, constraints (12) and (13) can be
converted to

Pn
i¼1

Pn
j¼1 ki;j � 2.

From the above reduction, the budget B, i.e., the value of
ðn� 1Þwmax, must be greater than 2 when there are more
than two edge servers. Thus, constraint (4) can be converted
to

Pn
i¼1

Pn
j¼1 wi;j � 2 � B, fulling constraint (12) and con-

straint (13). The optimization objective of the TSP problem
is to minimize the total travel cost, i.e., to connect all the ver-
texes with the minimum number of links. In the ESND
problem, CDðP Þ is the compromise mean of CðP Þ and

DðP Þ. Eq. (8) can be reduced to CDðP Þ ¼ CðP�Þ�CðpÞ
CðP�Þ�Cðp��Þ when

the network construction cost is the only optimization objec-
tive considered. Thus, optimization objective (9) can be con-
verted to minimizing CðP Þ, i.e., min

Pn
i¼1

Pn
j¼1 pi;jwi;j, so

that it is equivalent to achieving objective (10).
In conclusion, any solution K to the TSP problem is a

subset of the solution P to the corresponding ESND prob-
lem. Thus, the ESND problem can be reduced to the
NP-hard TSP problem and is thus alsoNP-hard.

4 APPROACH DESIGN

In this section, we first present ESND-O which finds the
optimal solution to the ESND problem based on integer pro-
gramming. Then, we present ESND-A for solving approxi-
mate solutions to large-scale ESND problems efficiently
with a theoretical performance guarantee.

4.1 Optimal Approach

The ESND problem can be modeled as a Constraint Optimiza-
tion Problem (COP) which consists of a finite set of variables
Y ¼ fy1; . . . ; yng and a set of constraints T over Y . Given a set
of edge servers S ¼ fs1; . . . ; sng, a distance matrix G and an
ESND budget B given by the EIP. Let a matrix P ¼
fpi;j; 8si; sj 2 Sg denote the set of decisions for connecting
edge servers, where pi;j 2 f0; 1g indicates whether edge serv-
ers si and sj are connected. Let a n� 1-dimensional vector
P ½i� denote the connectivity between edge server si and other
edge servers in ESN, where P ½i� ¼ fpi;1; . . . ; pi;i�1; pi;iþ1;
. . . ; pi;ng. Let a n� 1-dimensional vector G½i� denote the

Fig. 2. Compromise programming strategies.
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distance between edge server si and other edge servers in
ESN. Thus, the network construction cost produced by an
ESNdesignP can be calculated as follow:

CðpÞ ¼
Xn
i¼1

P ½i� � G½i�T : (14)

The network density can be expressed as follow:

DðpÞ ¼
Pn

i¼1
Pn

j¼1;j6¼i pi;j

n
: (15)

The value of F in Eq. (8) depends on the method for mea-
suring ESN designs in the solution space. In compromise
programming, F ¼ 1; 2;1 are commonly used. In the con-
text of ESND, for F ¼ 1, weighted deviations of network
construction cost and network density are assumed to com-
pensate each other perfectly. This is usually not the case
because network density and construction cost are not line-
arly correlated. If we take the limit as F goes to infinity, i.e.,
F ¼ 1, Eq. (8) becomes Eq. (16):

minmax

�
tc

�
CðP �Þ � CðP Þ
CðP �Þ � CðP ��ÞÞ; tdð

DðP �Þ �DðP Þ
DðP �Þ �DðP ��Þ

��
; (16)

where the main contributor will solely dictate the optimiza-
tion objective and the problem degenerates into a typical
minmax problem.

Thus, in Eq. (8), F ¼ 2 is chosen because the closeness of
the the solution obtained based on our model to the optimal
solution is measured by the euclidean distance. The COP
model can be transformed to Eq. (17) based on compromise
programming:

min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tc

�
Cðp�Þ � CðpÞ
Cðp�Þ � Cðp��ÞÞ

2 þ tdð
Dðp�Þ �DðpÞ
Dðp�Þ �Dðp��Þ

�2
s

(17)

s.t.: pi;j 2 f0; 1g (18)

cðP Þ � B (19)

Constraint (18) indicates that the connection decision
between edge servers si and sj8si; sj 2 S. Constraint (19)
ensures that the network construction cost does not exceed
the EIP’s budget.

The above COP can be solved by integer programming

solvers such as IBM CPLEX.1 There are a total of nðn�1Þ2 possi-
ble network designs that connect n edge servers. To ensure
that the edge server network is a connected graph, there are
at least n� 1 links in the network. Thus, a total of Cn�1

nðn�1Þ=2
possible solutions should be considered. Thus, the size of
the solution space is ½nðn�1Þ=2�!

ðn�1Þ!½ðn�2Þðn�1Þ=2�! . It confirms the
NP-hardness of the ESND problem such that optimal solu-
tions to large-scale ESND scenarios cannot be found in poly-
nomial time.

4.2 Approximation Approach

As proven in Section 3.2, the ESND problem is NP-hard. It is
intractable to find the optimal solution to a NP-hard problem
in large-scale scenarios. Although the ESDN problem can be
solved offline, the memory of a typical computer usually

would not suffice to solve a large-scale NP-hard ESND prob-
lem. Thus, in practice, an efficient sub-optimal approach is
needed to accommodate large-scale ESDN scenarios. In this
section,wepresent ESDN-A, an approach specifically designed
for finding sub-optimal solutions to large-scale ESDN prob-
lems rapidly. Togetherwith ESDN-O, it offers a package of two
approaches to the ESDN problem at different scales. The
pseudo code of ESND-A is presented inAlgorithm1.

Algorithm 1. ESND-A

Input: GðS;EÞ, B,W
Output: an ESND strategy P ¼ fpi;j; 8si; sj 2 Sg

1 initialization:
2 the decisions: pi;j  0 8si; sj 2 S;
3 the CD-CP of strategy P : CDðP Þ  0;
4 the selected edge server set: S�  ;;
5 the connection candidate set: P �  ;;
6 end of initialization
7 for all si 2 S do
8 obtain si’s neighbor edge servers NðsiÞ;
9 sort the edge servers inNðsiÞ by their CD-CP;
10 for sj 2 NðsiÞ do
11 if

jS�j 6¼ jSj � jNðsiÞj ^
Pn

i¼1
Pn

j¼1 pi;jwi;j < B
then

12 find the edge server sk with the lowest CD-CP;
13 S�  S� [ fskg;
14 update P � with pi;k ¼ 1;
15 end
16 end
17 if CDðP �Þ < CDðP Þ then
18 CDðP Þ  CDðP �Þ;
19 P  P �;
20 end
21 end
22 return P , CDðP Þ

The algorithm first initializes pi;j, CP ðP Þ, S�, and P � in
Lines 1-6. Then, for each edge server si 2 S, its neighbor
edge servers are identified (Line 8). Next, the algorithm sorts
the neighbor edge servers of si by their CD-CP CDðP Þ in
Line 9. Then, for each edge server in NðsiÞ, this algorithm
iterates for jNðsiÞj times in Lines 10-16 to find the solution for
edge server si. In each iteration, the algorithm selects sk 2
NðsiÞwith the lowest CD-CP, adds sk to the set of candidate
edge servers S� and updates the decision matrix with pi;k ¼
1, until every edge server inNðsiÞ is selected within the bud-
get limit B (Lines 11-14). Finally, the algorithm compares the
current CD-CP CDðP �Þ incurred by the candidate ESN
design P � with all the candidate ESND designs found in pre-
vious iterations. If it is lower than the current lowest one, the
current ESN design is replaced by P� (Lines 17-20).

4.3 Theoretical Analysis

The approximation ratio and time complexity of the ESND-
A are analyzed in this section theoretically.

4.3.1 Approximation Ratio

Given an edge server set S ¼ fs1; s2; . . . ; sng in a specific
area. Let �OPT denote the optimal solution to the ESND
problem, and � denote the approximation solution obtained1. https://www.ibm.com/analytics/cplex-optimizer
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by ESND-A. Let wi
min denote the shortest distance between

edge server si and its neighbor edge servers NðsiÞ.
Now, we prove the approximation ratio of CDðP Þ by

measuring the gap between the solution found by ESND-A
and the optimal solution found by ESND-O. As shown in
Algorithm 1, ESND-A iterates for each neighbor edge server
of each edge server si 2 S to find the decision that produces
the lowest CD-CP. Thus, there is:

wi;j 	 minfwi
min; w

j
ming: (20)

The total cost Cð�OPT Þ incurred by the optimal solution
�OPT is

Pn
i¼1

Pn
j¼1 wi;j. From (20), we can infer:

Cð�OPT Þ 	
Xn
i¼1

Xn
j¼1

minfwi
min; w

j
ming ¼

Xn
i¼1

aiw
i
min;

(21)

where ai is the number of links between si and NðsiÞ
selected by the optimal solution, i.e., 1 � ai � n� 1. Let us
assume that k is the number of edge servers recently added
into the set of selected edge servers S�. Thus, there isPn

i¼1 ai ¼ minf2k; ng.
From (21), we can infer that the number of cases where

ai ¼ 1 is at most k, i.e, {w1
min; w

2
min; . . . ; w

k
min}. The number of

cases with ai ¼ 2 is at least minf2k; ng � k, i.e.,�
wkþ1

min; w
kþ2
min; . . . ; w

minf2k;ng
min

�
.

Cð�OPT Þ ¼
Xn
i¼1

aiw
i
min 	

Xminf2k;ng

i¼kþ1
2wi

min (22)

Now we make k ¼ 20; 21; 22; . . . ; 2log 2n�1 and then sum
the network construction cost incurred by each value of k.
Based on (22), we can easily prove (23) by the mathematical
induction proof.

log 2n � Cð�OPT Þ 	
X2log 2n�1

k¼20

Xminf2k;ng

i¼kþ1
2wi

min 	
Xn
i¼2

2wi
min (23)

Based on (22) and (23), we can obtain:

ðlog2nþ 1ÞCð�OPT Þ 	
Xn
i¼1

2wi
min ¼ Cð�Þ: (24)

The network density Dð�OPT Þ produced by the optimal
solution �OPT can be expressed as Dð�OPT Þ � n� 1. Let D�C
denote the difference in network construction cost between
Cð�Þ and the optimal solution, and D�D denote the their dif-
ference in network density. According to (17) and (24), the
following equation stands:

CDð�OPT Þ 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tcðD�CÞ

2 þ tdðD�DÞ
2

q
CDð�Þ

	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlog 2nþ 1Þ2 þ ð 1

n�1Þ
2

2

s
CDð�Þ

	
ffiffiffi
2
p
ðlog 2nþ 1Þ

2
CDð�Þ: (25)

Therefore, the approximation ratio of ESND-A algorithm
is

ffiffi
2
p

2 ðlog 2nþ 1Þ. There is only a logarithmic gap between
the solution found by ESDN-A and the optimal solution.

4.3.2 Time Complexity

Let us suppose an ESND problem with n edge servers S ¼
fs1; s2; . . . ; sng. For each edge server si 2 S, xi is the number
of si’s neighbor edge servers. The worst-case ESND scenario
is that each edge server has n� 1 neighbor edge servers, i.e.,
xi ¼ n� 1. Thus, the inner iterations of Algorithm 1 (Lines
10-16) will run n� 1 times until every edge server sj 2
NðsiÞ has been involved into the candidate edge server set
S�. The time complexity of sorting these edge servers in
Lines 9 is at most Oðlog ðn� 1ÞÞ. Given an infinite budget
B ¼ 1, the time complexity of the overall iteration is no
more than Oðnðn� 1ÞÞ. Thus, the time complexity of ESND-
A is Oðnðn� 1ÞÞ þOðnlog ðn� 1ÞÞ, i.e., Oðn2Þ.

5 EVALUATION

To evaluate the effectiveness and efficiency of ESND-O and
ESND-A in different ESND scenarios, we conduct extensive
and comprehensive experiments in this section.

5.1 Experimental Settings

5.1.1 Dataset

The experiments are conducted on the widely-used EUA
data set [6], [26] which contains 1,464 real-world edge serv-
ers with their geographic coordinates in Metropolitan Mel-
bourne, Australia.

5.1.2 Competing Approaches

This paper is the first attempt to solve the new ESDN prob-
lem. ESND-O and ESND-A are the first approaches
designed specifically for solving the ESND problem. To
properly evaluate the performance of ESND-O and ESND-
A, we include ESND-R, ESND-C as well as Homa as repre-
sentative competing approaches. However, these
approaches are expected to suffer from low effectiveness
because they do not consider network density and construc-
tion cost jointly. To bridge this gap, we include an approach
designed based on the popular NSGA-II algorithm as
another competing approach, which are widely employed
to solve multi-objective optimization problems. In fact,
NSGA-II is adopted as a competing approach in the many
studies of MEC problems such as [19], [27]. The details of
the four competing approaches can be found below.

� ESND-R: This approach randomly connects neigh-
bour edge servers to construct the ESN under the
budget constraint.

� ESND-C: This approach heuristically connects neigh-
bour edge servers with the shortest distance without
considering network density under the budget
constraint.

� Homa [28]: This heuristic approach aims to minimize
the network construction cost while ensuring the
ESN is a connected network. At the start, Homa ran-
domly selects an edge server from all the edge serv-
ers. After that, Homa always connects two edge
servers that are closest to already-connected edge
servers under the cost budget constraint in each
iteration.
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� NSGA-II [19], [29]: Based on the widely-used NSGA-
II algorithm, this evolutionary approach first enco-
des the ESND problem according to the connection
of edge servers, and then uses a partially mapped
crossover operator, a uniform mutation operator, a
proportional selection operator, and a fitness func-
tion to control the evolution toward the optimal solu-
tion during the entire iteration process. To evaluate
the performance of the NSGA-II fairly and effec-
tively, we conduct extensive experiments on NSGA-
II to purse the best results and set the population
size, mutation probability, and crossover probability
to 100, 0.02, and 0.85, respectively. In each iteration,
we select the optimal individual from the present
populations based on the fitness function and pro-
portional selection operator.

5.1.3 Parameter Settings

To evaluate ESND-O and ESND-A comprehensively, three
parameters are considered in this experiments:

� Number of edge servers (n): This parameter decides the
size of ESN G. It varies from 10 to 35 in Set #1.1, and
from 50 to 250 in Set #2.1.

� Distance measurement parameter (F): As discussed in
Section 4.1, this parameter dictates how different fac-
tors collectively contribute to optimization objective
(17). It varies from 1 to 5 in Set #2.3.

� Priority for network density (td): This parameter is
used in Eq. (8) and decides the weight of network
density in the optimization objective. It varies from 0
to 1.0 in steps of 0.25 in Set #1.2 and Set #2.2. Corre-
spondingly, the weight of network construction cost
tc varies from 1.0 to 0.

5.1.4 Performance Metrics

We employ four metrics for performance evaluation:

� Overall CD-CP (CD� CP ): This metric indicates the
compromise mean of the network density and net-
work construction cost in the ESND problem. It is
calculated by Eq. (17), the lower the better.

� Network construction cost (cost): This metric is calcu-
lated by Eq. (3) and indicates the network construc-
tion cost incurred by the ESN design, the lower the
better.

� Network density (density): This metric indicates the
network density produced by the ESN design. It is
calculated by Eq. (5), the higher the better.

� Computational overhead (time): This metric is mea-
sured by the computational time taken by an
approach to find the solution, the lower the better.

The parameter settings in the experiments are summa-
rized in Table 2. When the value of each parameter changes,
we repeat the experiments for 100 times and report the aver-
aged value. As discussed in Section 2, the possibility of
building a link between two edge servers is evaluated by
the EIP based on the surrounding environment. In the
experiments, we employ a distance threshold of 300m to
decide whether two edge servers can be connected. Edge
servers distanced more than 300m cannot be connected.
This setting enables the reproduction of our experimental
results based on the EUA dataset.

5.2 Experimental Results

The experimental results of Set #1 and Set #2 are presented
and analyzed respectively in this section.

5.2.1 Experiment Set #1

Effectiveness. Figs. 3 and 4 illustrate that ESND-O achieves
the lowest CD-CP, the lowest network construction cost,
and the highest network density in Set #1. On average
across all the effectiveness metrics, ESND-O outperforms
ESND-A by 6.88%, Homa by 25.39%, NSGA-II by 32.94%,
ESND-C by 41.23%, and ESND-R by 59.47%.

Fig. 3a demonstrates the significant impact of n on the
overall CD-CP in Set #1.1. The overall CD-CPs obtained by
all the approaches decrease as n increases from 10 to 35.
When n increases, the scale of the ESND problem increases.
This immediately increases the number of links between
edge servers that need to be constructed. Among all the six
approaches, ESND-O always achieves the lowest overall
CD-CP, 8.31% lower than ESND-A, 26.14% lower than
Homa, 31.59% lower than NSGA-II, 35.23% lower than
ESND-C, and 43.56% lower than ESND-R.

TABLE 2
Parameter Settings

n td F

Set #1.1 10, 15, ..., 35 0.5 2
Set #1.2 20 0, 0.25, ..., 1.0 2
Set #2.1 50, 100, ...,250 0.5 2
Set #2.2 150 0, 0.25, ..., 1.0 2
Set #2.3 150 0.5 1, 2, ..., 5

Fig. 3. Performance versus. n in set #1.1.
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Fig. 3b shows the network construction costs achieved by
the six approaches in Set #1.1. The network construction
costs incurred by the approaches increase when n increases
from 10 to 35. With the increase in the number of edge serv-
ers n, the number of needed links connect the edge servers
increases. The number of each edge server’s neighbor edge
servers is more likely to increase when n increases. This
makes it easier to improve network density at a low extra
construction cost. Overall, more links must be built and the
network construction cost increases.

Specifically, ESND-O achieves the lowest network con-
struction cost, outperforming ESND-A, Homa, NSGA-II,
ESND-C, and ESND-R by 7.12%, 25.64%, 31.27%, 35.82%,
and 46.48%, respectively.

Fig. 3c demonstrates the impact of the number of edge
servers n on network density in Set #1.1. When the number
of edge servers n increases, the network densities produced
by the ESN design formulated by the approaches increase.
Interestingly, the increased rates of ESND-O and ESND-A
are lower. When n increases from 10 to 35, the distance con-
straint discussed in Section 3 comes into play and leads to a
higher number of links between each edge server and its
neighbor edge servers. However, the number of each serv-
er’s neighbor edge servers does not increase significantly.
Among all the six approaches, ESND-O always produces
the highest network density, with significant advantages
over the other five approaches - 6.56%, 25.38%, 33.82%,
41.57%, and 68.72% over ESND-A, Homa, NSGA-II, ESND-
C, and ESND-R on average.

Fig. 4a illustrates the overall CD-CP values achieved by
the six approaches when the priority for network density td
increases from 0 to 1 in steps of 0.25 in Set #1.2. ESND-O
and ESND-A achieve the lowest and second-lowest overall
CD-CP values, respectively. Specifically, ESND-O outper-
forms ESND-A by 8.27%, Homa by 25.39%, NSGA-II by
32.18%, ESND-C by 37.35%, and ESND-R by 47.94%. When
td ¼ 0 or td ¼ 1, the trade-off between network construction
cost and network density becomes a single optimization
objective, i.e., cost-effective oriented or density oriented.
Thus, the six approaches all achieve the lowest overall CD-
CP with td ¼ 0 or td ¼ 1 against other values of td, i.e.,
td 2 ð0; 1Þ.

Fig. 4b shows the network construction cost incurred by
the six approaches in Set #1.2. When the priority of network
density td increases, network density becomes increasingly
important. All the approaches will pursue higher network
density by building more links to construct the ESN. This
immediately increases the network construction cost.

Among the competing approaches, ESND-O and ESND-A
always achieve the lowest and second-lowest network con-
struction costs, respectively. ESND-O saves the network
construction cost by 8.89%, 28.03%, 34.20%, 44.79%, and
54.70% against ESND-A, Homa, NSGA-II, ESND-C, and
ESND-R on average. ESND-A saves the network construc-
tion cost by 21.72%, 28.15%, 39.24%, and 52.11% against
Homa, NSGA-II, ESND-C, and ESND-R on average.

Fig. 4c shows the network density produced by the six
approaches in Set #1.2. When td increases from 0 to 1 in
steps of 0.25, the network densities produced by all the six
approaches increase linearly. Overall, ESND-O always
achieves the highest network density, 6.21% more than
ESND-A, 21.76% more than Homa, 34.57% more than
NSGA-II, 52.45% more than ESND-C, and 89.47% more
than ESND-R. Interestingly, the network density increases
slower when td increases. When the priority for network
density increases, the network density becomes more
important than the network construction cost. Thus, we can
see that the network density experiences a significant
increase when td increases from 0 to 0.25. However, when
td varies from 0.5 to 1, it is difficult to achieve a huge
improvement in network density while pursuing a low cost.

Efficiency. Fig. 3d and 4d demonstrate the high computa-
tional overheads of ESND-O, even in small-scale ESND sce-
narios. This validates the NP-hardness of the ESND
problem proved in Section 3.2. It shows that ESND-O is
indeed not suitable for solving large-scale ESND problems.

In Fig. 3d, it is clear that ESND-O takes the most compu-
tation time of all in Set #1.1. All the six approaches’ compu-
tation overheads increase when n increases from 10 to 35.
When n ¼ 35 in Set #1.1, ESND-O takes an average of
3,502.30 ms to find the optimal solution. The increase in n
increases the scales of the simulated ESND scenarios. In
these scenarios, more candidate solutions must be inspected
to find the final solution.

In Fig. 4d, ESND-O still incurs the highest computational
overhead compared with the other approaches, similar to
the results presented in Fig. 3d. Interestingly, the computa-
tional overhead of ESND-O does not increase linearly with
the increase in td. When td ¼ 0, the network density is the
only optimization goal of the ESND problem without con-
sideration of network construction cost. ESND-O can find
the optimal solutions by pursuing only a single objective.
This also applies to td ¼ 1. ESND-O takes 71.60 ms to find
the optimal solution when td ¼ 0, 76.4 ms when td ¼ 1.
When td ¼ 0:5, ESND-O needs to achieve the optimal trade-
off between network density and network construction cost,

Fig. 4. Performance versus. td in Set #1.2.
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i.e., achieving the highest network density and the lowest
network construction cost with equal priorities. This com-
plicates the ESND problem and takes the most time to find
a solution, 265.8 ms on average.

Compared with ESND-O, ESND-A is much more effi-
cient in solving large-scale ESND problems. For example, it
takes only 2.06 ms on average to find a solution in Set #1,
only 0.03% of what ESND-O takes. Unfortunately, Figs. 3
and 4 do not illustrate ESND-A’s efficiency clearly. In the
next section, we will clearly demonstrate the performance
differences between ESND-A and Homa, NSGA-II, ESND-
C, ESND-R in large-scale ESND scenarios in Set #2.

5.2.2 Experiment Set #2

Effectiveness. Figs. 5a, 5b, and 5c, and Figs. 6a, 6b, and 6c
demonstrate the ESND-A’s superior performance in maxi-
mizing network density and minimizing network construc-
tion cost in large-scale ESND scenarios. The network
construction cost incurred by ESND-A is 21.60%, 27.85%,
34.77%, and 43.20% lower than Homa, NSGA-II, ESND-C,
and ESND-R, respectively. The network density produced
by ESND-A is 26.06%, 41.88%, 59.29%, and 103.26% higher
than Homa, NSGA-II, ESND-C, and ESND-R, respectively.

Fig. 5a illustrates the significant advantages of ESND-A
in achieving the best trade-off between network construc-
tion cost and network density, with an advantage of 20.81%
over Homa, 29.75% over NSGA-II, 35.44% over ESND-C,
and 39.84% over ESND-R. Fig. 5b shows the ability of
ESND-A to minimize network construction cost. It outper-
forms Homa by 24.63%, NSGA-II by 31.03%, ESND-C by
40.18%, and ESND-R by 50.57%. Fig. 5c illustrates the signif-
icant advantages of ESND-A to maximize network density,
i.e., 19.62% over Homa, 30.22% over NSGA-II, 41.01% over
ESND-C, and 73.49% over ESND-R.

According to Fig. 6a, it shows the advantages of ESND-A,
which are 21.43% over Homa, 29.03% over NSGA-II, 35.62%
over ESND-C, and 47.47% over ESND-R. Fig. 6b shows that
ESND-A achieves the lowest network construction cost of
all, 18.57% lower than Homa, 24.67% lower than NSGA-II,
29.35% lower than ESND-C, and 35.83% lower than ESND-
R. Fig. 6c shows the ability of ESND-A to maximize network
density. It outperforms Homa by 32.50%, NSGA-II by
55.48%, ESND-C by 77.56%, and ESND-R by 132.04%.

Fig. 7 shows the impacts of parameter F on the overall
CD-CP. As shown in Fig. 7a, when F increases from 1 to 5,
the CD-CP obtained by ESND-A decreases first and then
increases. When F exceeds 2, the increase in CD-CP slows
down as F increases. This is because a large F value tends

to turn the optimization problem into a minmax problem,
as discussed before in Section 4.1. Interestingly, the CD-CP
value obtained with F ¼ 1 is larger than that obtained with
F ¼ 2. The reason is the changes in CðpÞ and DðpÞ are not
linearly or negatively correlated. This increases the diffi-
culty in balancing between construction cost and network

density. Moreover, equal weights are set for network den-
sity and construction cost in the experiments, i.e., tc ¼ td ¼
0:5. An increase in F puts more emphasis on the impact of
CðpÞ in the optimization process. Therefore, the network
density shown in Fig. 7c increases slower as F increases

while the construction cost shown in Fig. 7b increases faster.
This confirms the analysis in Section 4.1.

Efficiency. Figs. 5d and 6d demonstrate the time taken by
the five approaches to find a solution in Set #2. ESND-O is
excluded from Set #2 due to its unreasonable computational
time taken to find solutions. ESND-A always spends more
computational time than the other four competing
approaches on finding a solution, i.e., 42.15%, 162.72%,
251.35%, and 288.40% more than NSGA-II, ESND-R, ESND-

Fig. 5. Performance versus. n in Set #2.1.

Fig. 6. Performance versus. td in Set #2.2.
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C, and Homa, respectively. Overall, ESND-A scales with n
and td, taking no more than 50ms to find a solution in Set
#2. Given its significant improvements in maximizing net-
work density and minimizing network construction costs
over Homa, NSGA-II, ESND-C, and ESND-R, its extra
computational overhead is worthwhile in most, if not all,
large-scale real-world ESND scenarios. The computational
overhead of all the approaches increases when the number
of edge servers n increases from 50 to 250, which is illus-
trated in Fig. 5d. With the increase of n, the space of possible
ESN designs that can satisfy all the constraints increases.
According to the process Lines 7-16 in Algorithm 1, it takes
ESND-A more iterations to compute and sort the overall
CD-CP values for each edge server. Thus, the computation
time spent by ESND-A to find a solution increases. Fig. 6d
demonstrates the computational overhead incurred by all
the five approaches with different priorities for network
density. The reason behind these phenomena is similar to
what was discussed in Fig. 4d and thus are not discussed in
detail here.

5.2.3 Result Summary

ESND-O and ESND-A are designed to solve ESND prob-
lems in small-scale scenarios and large-scale scenarios,
respectively. Aiming to find the optimal solutions to the
NP-hard ESND problem, ESND-O will always suffer from
high computational overheads in large-scale scenarios,
which is inevitable. Thus, an efficient approach for finding
sub-optimal solutions to large-scale ESND problems is
needed. However, this sub-optimal approach must be
designed carefully to avoid significant effectiveness com-
promise. Designed based on straightforward heuristic or
existing techniques, ESND-R, ESND-C, NSGA-II, and
Homa unfortunately suffer from low effectiveness in terms
of CD-CP, connection cost and network density. ESND-A
outperforms these approaches by an average of 36.34% in
CD-CP, 42.32% in connection cost, and 74.89% in network
density, taking an average of only 13.14 more milliseconds
to find a solution. Thus, compared with ESND-R, ESND-C,
NSGA-II, and Homa, ESND-A offers a better trade-off
between effectiveness and efficiency.

6 RELATED WORK

The mobile edge computing (MEC) paradigm enables latency-
sensitive and bandwidth-consuming applications to be

deployed at the network edge by facilitating an edge server
network (ESN) within users’ close geographic proximity.
Edge server network, as a significant part of the MEC infra-
structure, is comprised of edge servers and network links
between them. As experimentally demonstrated in a series
of studies of MEC [6], [30], [31], these links allow edge serv-
ers to leverage their computing and storage resources col-
lectively, which is critical to ensuring the performance of
the services deployed in the MEC systems. In recent years,
the importance of ESN is starting to attract researchers’
attention.

Existing studies of ESN focus on the edge server placement
(ESP) problem, trying to achieve various optimization objec-
tives, e.g., minimizing edge server deployment cost [15],
maximizing edge network robustness [17], minimizing
energy consumption [32], [33], and maximizing user cover-
age [16], etc. To name a few, Zeng et al. [15] formulated a
k-ESP model based on integer programming technology
and proposed a greedy algorithm that aims to place as few
edge servers as possible while guaranteeing user’s quality-
of-service (QoS) in wireless metropolitan area networks. Cui
et al. [17] made the first attempt to consider the ESN’s
robustness from the EIP’s perspective. They formulated a
generic model to achieve maximum network robustness
while minimizing the edge server deployment cost within
the EIP’s budget. Badri et al. [32] modeled the application
placement problem as a multi-stage stochastic optimization
problem and proposed a parallel sample average approxi-
mation algorithm to maximize system QoS under an energy
budget. Cui et al. [16] formulated the ESP problem as a con-
straint optimization problem and solved it with heuristic
algorithms to balance the trade-off between user coverage
and network robustness.

Some researchers have employed genetic algorithms or
machine learning to solve the problem of edge server place-
ment [27], [29], [34], [35], [36]. Yuan et al. [34] proposed a
deep learning-based approach for edge server placement,
with the aim to minimize data migration cost incurred by
user mobility. It employed a long short-term memory-based
data prediction mechanism to predict users’ task require-
ments and the resource prices. Then, it used a hierarchical
clustering algorithm to place edge servers so that resources
can be allocated properly to serve users. Lu et al. [35] mod-
eled edge server placement over the internet of vehicles as a
Markov decision process that aims to achieve a high task
finish rate and low latency. Then, they proposed an

Fig. 7. Performance versus. F in set #2.3.
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approach to find the optimal solution to edge server place-
ment based on a deep Q-network. Xu et al. [27] proposed an
approach that finds solutions to edge server placement with
the NSGA-II algorithm. Its key idea is to allow proper work-
load balance between edge servers. Zhao et al. [29] proposed
a modified genetic algorithm to solve the k edge server
placement problem where k is the number of edge servers
to place. It jointly optimized the data retrieval latency and
workload balance based on an elite policy enabled NSGA-II
algorithm. To tackle the edge server placement problem
over the dynamic internet of vehicles, Shen et al. [36] consid-
ered the traffic dynamics over the Internet-of-Vehicles and
designed an approach for edge server placement that tries
to balance between network performance and reconstruc-
tion cost incurred by edge server adjustment.

However, these studies have neglected the importance of
network density. The density of an ESN greatly affects the
performance of applications deployed on the ESN in vari-
ous MEC scenarios, e.g., edge user allocation [18], edge data
caching [19], [20], edge data delivery [6], edge data synchro-
nization [22], etc. To name a few, Xia et al. [23] studied the
edge data caching (EDC) problem for caching popular data
on ESN. They aimed to minimize the number of cached
data replica while ensuring that all the users can be served.
The experimental results presented in [23] show that a high
ESN density allows edge servers to connect to each other
with links. This increases the user’s chances of retrieving
data from nearby edge servers within fewer hops. As a
result, the data retrieval latency and caching cost decrease
significantly. The authors of [6] studied the edge data distri-
bution (EDD) problem with the aim to minimize the cost
caused by distributing data from the cloud to edge servers
while satisfying the latency limit. Their experimental results
showed that the density of an ESN significantly impacts the
overall data distribution cost. A higher network density
usually makes edge servers have a higher chance to retrieve
data within the latency limitation. This also significantly
reduces the overhead incurred by distributing data from
the remote cloud to edge servers via the links between them.

From the experimental results of these existing studies,
we can clearly see the importance of ESN density. This
drives us to study the novel ESND problem, and design
ESND-O and ESND-A for finding cost-effective ESN
designs that achieve the optimal trade-off between network
density and network construction cost for EIPs.

7 CONCLUSION AND FUTURE WORK

To summarise this paper, we made the first attempt to intro-
duce, motivate, formulate, and solve the edge server network
design (ESND) problem, aiming to achieve the optimal trade-
off between the network density and network construction
cost. We proved its NP-hardness and proposed ESND-O
and ESND-A to find the optimal and approximate solutions
to small-scale and large-scale ESND problems, respectively.
Experimental results conducted on a widely-used dataset
demonstrated the effectiveness and efficiency of ESND-O
and ESND-A. This paper complements existing studies in
designing sophisticated solutions to edge server network
construction. In the future, we will study the ESND problem
further by taking the network robustness into consideration

and considering the trade-off between network service per-
formance and network construction cost.
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