ORIGINAL ARTICLE

Comparison of Explainable Artificial

ntelligence Model and Radiologist
Review Performances to Detect
Breast Cancer in /52 Patients

Pelin Seher Oztekin, MD , Oguzhan Katar, MSc "“, Tulay Omma, MD

, Serap Erel, MD ',

Oguzhan Tokur, MD ‘©, Derya Avci, PhD ‘©, Murat Aydogan, PhD '©, Ozal Yildirim, PhD ©,
Engin Avci, PhD “, U. Rajendra Acharya, PhD, DEng, DSc

Received May 17, 2024, from the Department of
Radiology, University of Health Sciences, Ankara
Training and Research Hospital, Ankara, Turkey
(P.S.0,, O.T.); Department of Software Engineering,
Firat University, Elazig, Turkey (0K, MA, 0Y,
E.A.); Department of Endocrinology and Metabo-
lism, University of Health Sciences, Ankara Training
and Research Hospital, Ankara, Turkey (T.O.);
Department of Surgery, University of Health Sci-
ences, Ankara Training and Research Hospital,
Ankara, Turkey (S.E.); Department of Computer
Technology, Firat University, Elazig, Turkey (D.A.);
School of Mathematics, Physics, and Computing,
University of Southern Queensland, Springfield,
Queensland, Australia (URA.); and Centre for
Health Research, University of Southern Queensland,
Springfield, Queensland, Australia (U.RA.). Manu-
script accepted for publication July 13, 2024.

We would like thank to Firat University Scien-
tific Research Projects Coordination Unit (FUBAP)
for their support. This work has been supported by
FUBAP under project number ADEP.23.21.

Address correspondence to Ozal Yildirim,
Department of Software Engineering, Firat Univer-
sity, Elazig, Turkey.

E-mail: ozalyildirim@firat.edu.tr

Abbreviations

ACR, American College of Radiology; BI-RADS,
Breast Imaging Reporting and Data System;
DT, decision trees; K-NN, k-nearest neighbor;
LIME, Local Interpretable Model-agnostic
Explanations; LR, logistic regression; MRI, mag-
netic resonance imaging; PRF, pulse repetition
frequency; RE, random forest; SHAP, SHapley
Additive exPlanations; SR, strain ratio; SVM,
support vector machine; US, Ultrasonography;
X2GAI, explainable XGBoost model; XAI,
Explainable Artificial Intelligence; XGBoost,
Extreme Gradient Boosting

doi:10.1002/jum.16535

This is an open access article under the terms of the
Creative Commons Attribution License, which
permits use, distribution and reproduction in any
medium, provided the original work is properly
cited.

Objectives—Breast cancer is a type of cancer caused by the uncontrolled growth
of cells in the breast tissue. In a few cases, erroneous diagnosis of breast cancer
by specialists and unnecessary biopsies can lead to various negative conse-
quences. In some cases, radiologic examinations or clinical findings may raise the
suspicion of breast cancer, but subsequent detailed evaluations may not confirm
cancer. In addition to causing unnecessary anxiety and stress to patients, such
diagnosis can also lead to unnecessary biopsy procedures, which are painful,
expensive, and prone to misdiagnosis. Therefore, there is a need for the develop-
ment of more accurate and reliable methods for breast cancer diagnosis.

Methods—In this study, we proposed an artificial intelligence (AI)-based
method for automatically classifying breast solid mass lesions as benign vs malig-
nant. In this study, a new breast cancer dataset (Breast-XD) was created with
791 solid mass lesions belonging to 752 different patients aged 18 to 85 years,
which were examined by experienced radiologists between 2017 and 2022.

Results—Six classifiers, support vector machine (SVM), K-nearest neighbor (K-
NN), random forest (RF), decision tree (DT), logistic regression (LR), and
XGBoost, were trained on the training samples of the Breast-XD dataset. Then,
each classifier made predictions on 159 test data that it had not seen before. The
highest classification result was obtained using the explainable XGBoost model
(X’GAI) with an accuracy of 94.34%. An explainable structure is also
implemented to build the reliability of the developed model.

Conclusions—The results obtained by radiologists and the X*GAI model were
compared according to the diagnosis obtained from the biopsy. It was observed
that our developed model performed well in cases where experienced radiolo-
gists gave false positive results.

Key Words—breast cancer; explainable Al; machine learning; ultrasound

reast cancer remains a major health problem worldwide and
is the fourth leading cause of cancer-related deaths world-
wide, after lung, liver, and stomach cancer.! The gold
standard method for breast cancer screening is mammography.®
Ultrasonography (US) is an indispensable complement to
mammography, especially in women with dense and extremely
dense breast structures. It is also the first diagnostic method used
to evaluate women under 40 years of age with average risk.” The
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US is preferred because it is radiation-free, non-
invasive, widely used, affordable, and can be easily
used in invasive procedures. The addition of Doppler
and elastographic evaluations to grayscale imaging in
routine practice has increased the diagnostic accuracy
of US examinations.* The Breast Imaging Reporting
and Data System (BI-RADS) Atlas developed by the
American College of Radiology (ACR) provides a
standardized approach to the evaluation and manage-
ment of breast lesions.” The BI-RADS-US evaluation
is subjective in the absence of a clear clinical decision
rule and is highly dependent on the reader’s
experience.’ The low specificity and high false positive
results due to both the imaging method and the
reporting system used to result in unnecessary
biopsies and follow-ups, causing unnecessary anxiety
and wasted time and resources. Therefore, a new
problem-solving method should be investigated to
improve diagnostic performance in the evaluation of
breast lesions. Research has turned to developing
machine learning-based automatic classifier models to
overcome the limitations of manual analysis pro-
cesses.” These models take radiological images as
input, extract various features, and use these features
to distinguish lesions as benign or malignant.
Machine learning is an approach that allows com-
puter systems to learn through data-driven experi-
ences. Image-based detection methods are widely
used in computerized breast cancer diagnosis.”’
Hand-crafted features extracted from images obtained
from imaging techniques such as mammography, US,
magnetic resonance imaging (MRI), and so on, are
used for classical machine learning techniques.'*"?
The main difficulty of these approaches is that the
feature extraction phase requires expertise and experi-
ence in image processing. In machine learning, deep
learning approaches have recently provided an end-
to-end learning structure by eliminating the difficul-
ties of hand-crafted feature extraction.'* Thus, studies
on breast cancer detection on images using deep
learning approaches have gained momentum.'®™"
Although image data is an important parameter in
breast cancer detection, it is not sufficient by itself.
For this reason, creating clinic datasets by expert radi-
ologists using various tests and features obtained from
the image is a useful resource. The Wisconsin
dataset'® was published in 1993 and has been widely
used in ML-based breast cancer detection.'” " With
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the development of medical testing and imaging
methods, clinical datasets with up-to-date features can
enable more reliable studies in this field.

While ML-based classifiers are highly accurate in
healthcare studies, there is an important need for the
classification process to be explainable. The inherent
black-box nature of some classifiers leads to difficul-
ties in understanding the specific features they priori-
tize for classifications.”” This lack of transparency
hinders understanding model decisions, leading to
concerns about reliability and suitability.”> Explain-
able artificial intelligence (XAI) approaches have been
developed in response to these issues. XAI
approaches are designed to increase the ability to
understand and explain decision mechanisms within
complex machine-learning models.”* In this context,
algorithms such as SHAP (SHapley Additive
exPlanations)*® and LIME (Local Interpretable
Model-agnostic Explanations)>® are popular methods,
especially for understanding why classifiers make cer-
tain predictions.

In this study, we proposed an explainable classi-
fier system for automatically detecting benign and
malignant breast solid mass lesions on one-dimen-
sional (1D) data. We used a novel, huge private
patient dataset to train and validate the classifier.
Preprocessing steps were applied to the dataset sam-
ples and six different classifiers were trained on the
same training samples. Using the weights obtained
from the training, the performance of each classifier
was validated on the same test data. The results of
the most successful model were statistically com-
pared with the diagnosis of an expert with 23 years
of experience. The features that the model focuses
on in its predictions are presented with SHAP and
LIME methods and compared with the features the
expert focuses on in his diagnosis. Furthermore, to
the best of our knowledge, this is the first study in
which the focus features of a classifier trained on a
1D breast cancer dataset are described and compared
with the focus features of an experienced expert’s
predictions.

The main contributions of this study can be sum-
marized as follows:

« Presented a new breast cancer dataset (Breast-XD),
including data from expert radiologists from com-
prehensive and up-to-date medical technologies.
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This dataset is shared publicly for research
purposes.

« Employed classifiers and achieved high success
rates in breast cancer detection.

« For clinical applications, comprehensive analyses of
the results obtained by artificial intelligence models
are performed and interpreted by radiologists.

« To overcome the disadvantages of black-box
approaches regarding reliability, an explainable
model (X>GAI) was created with SHAP and LIME
approaches.

« The differences and similarities between the results
obtained by the X>GAI model and the diagnoses of
expert radiologists are analyzed and discussed in

detail.

Materials and Methods

This study presents an explainable Al-based approach
to breast cancer detection. The clinical data used in
the study was obtained from subjects who were
admitted to the hospital or followed up with
suspected breast cancer over S years. A unique dataset
was created using nine different visual features deter-
mined by radiologists specialized in breast cancer
diagnosis. Various pre-processing steps were applied
to this data and transformed into a format suitable for
evaluating Al models. Hence, six different machine

learning models are trained using the dataset samples,
and their performance is evaluated on a separate test
set. The most successful model is selected for compar-
ison with an experienced expert. To gain insight into
the decision-making process of the model, the fea-
tures it focused on during its predictions are visualized
using SHAP and LIME methods. The general struc-
ture of the proposed method is shown in Figure 1.

Breast-XD Dataset

In this study, a special dataset was created with the
approval of the Ankara Training and Research Hospi-
tal Clinical Research Ethics Committee (E-93471371-
514.99, E-22-1150). This retrospective study was
planned to include 1000 patients aged 18 to 85 years
who underwent breast US examination (grayscale,
Doppler, and elastography) and core biopsy with BI-
RADS 3, 4 (a, b, ¢), and S between January 2017 and
November 2022. However, 248 patients were
excluded from the study for various reasons. Some
did not have their gray-scale US, Doppler US, and/or
US-elastography images registered in the system.
Others did not receive a definitive diagnosis due to
the absence of core biopsy or excision procedures.
Additionally, those with benign diagnoses who did
not undergo follow-up were excluded. The Breast-XD
dataset was created with 791 solid mass lesions from
752 different patients (dataset available at:https://
kaggle.com/datasets/zalyildirim /breast-cancer-dataset).
All lesions included in the dataset had core biopsy

Figure 1. The steps of this study: Stage-1 Data Collection: Data on individuals with suspected breast cancer or who were followed up over
5 years were compiled by experts. Stage-2 Creating Dataset: Creating the dataset by extracting nine different visual features on the values
obtained from radiological tests for each subject. Stage-3 Pre-Processing: Data is converted into formats suitable for the inputs of Al models.
Stage-4 Model Training: Training of Al models and performance evaluation with various metrics. Stage-5 Evaluation: Determination of the
features that the classifier Al models effectively concentrate on in the decision phase (SHAP and LIME) and radiologist evaluations.

Stage-1 Stage-2

> Radiologists
» Years: 2017-2022
> Age: 18-85

> 752 Subjects
*---->» BI-RADS

--» Gray Scale US ;
-->» Doppler £
--» Elastography
R Biopsy
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procedures performed using 14-gauge fully automatic
14-gauge sharp needles and sufficient specimens were
obtained (3-6 specimens). The steps each patient
went through while creating the Breast-XD dataset and
the features obtained from these steps are given in
Figure 2.

The first column of the Breast-XD dataset con-
tains the age of the included patients. The youngest
patient is 18 years old and the oldest is 85 years old,
with an average age of 49. The distribution of patient
ages in the Breast-XD dataset based on biopsy results
is given in Figure 3. The most important factor that
draws attention to the figure is that the proportion of
patients with malignant tumors increases as the age
parameter increases.

The Breast-XD dataset was created by a breast
radiologist with 23 years of experience in breast radi-
ology using a Hitachi High-Vision Preirus (Hitachi
Medical Corp, Tokyo, Japan) with a linear transducer
(50 mm, 13-6 MHz). The ultrasound images col-
lected for the study were selected from the sections
with optimal morphologic assessment of the lesion.
The length, width, shape, orientation, margin, echo
pattern and posterior features of the lesions obtained
from these slices were added to the feature columns
of the dataset, respectively. The distribution of lesion

Figure 2. An illustration of the creation of the Breast-XD dataset.

shape and margin features based on biopsy results is
shown in Figure 4.

The number of subjects with oval-shaped lesions
was higher than the others and the biopsy results of
oval-shaped lesions were found to be benign at a high
rate. On the other hand, lesions with irregular shapes
were mostly diagnosed as malignant. Similarly, most
cases with irregular margin distribution were classified
as malignant.

This study analyzed Doppler US images to char-
acterize the presence of blood vessels and blood flow
within the lesions. Doppler images were created from
the slices with the highest amount of signal with
appropriate pulse repetition frequency (PRF) and
gain settings to prevent artifact formation. Strain
ratio (SR), a semi-quantitative method, was used to
extract other features that could not be obtained
from grayscale and Doppler images of the lesions.
Ten features obtained from three different radiologi-
cal imaging methods represent the input samples of
the Breast-XD dataset, while the biopsy results of the
patients represent the class label, which is the feature
of the dataset to be predicted. The features of the
Breast-XD dataset, their short descriptions, and the
values or value ranges they can take are presented in
Table 1.

Breast-XD Dataset

» Feature-1: Age .

Feature-2: Lesion Height ",

.
.

Feature-3: Lesion Width 5

[}
.

Feature-4: Lesion Shape
Feature-5: Lesion Orientation

E Inputs
Feature-6: Lesion Margin H

Feature-7: Lesion Echo Pattern

¥
.

Feature-8: Lesion Posterior '.'
.

g
g

Feature-9: Doppler Re

Feature-10: Elasto .

Age 34
Radiological Imaging
Gray scale US |
' Doppler |
+  Elastography |

Patient
—>! Biopsy \;
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» Feature-11: Biopsy Output
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Figure 3. Distribution of subjects in Breast-XD dataset according to biopsy results.
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Figure 4. Class distribution of cases in the dataset according to lesion shape and margin characteristics: (A) Shape distribution; (B) Margin
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Machine Learning-Based Classifiers
Machine learning classifiers classify data into different
categories or classes and are usually trained by

J Ultrasound Med 2024; 43:2051-2068
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B

supervised learning methods.”” Classifiers can predict
or classify future data by feeding the training with
data. This study uses six machine learning classifiers
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Table 1. Attributes and Value Ranges of Records in the Breast-XD Dataset

Features Description Type Values

Patient age Represents the age of the patient. Numeric 18-85

Lesion height The length of the lesion was measured in mm. Numeric 3-75

Lesion width The width of the lesion was measured in mm. Numeric 3-55

Lesion shape Represents the shape of the lesion. Label Irregular (0), Oval (1), and Round (2)

Lesion orientation Represents the orientation of the lesion. Label Parallel (0) and non-parallel (1)

Lesion margin Refers to the margin of the lesion. Label Circumcibred (0), not-circumscribed irregular-
spiculated (1), not-circumscribed indistinct (2)

Lesion echo Describes the echogenicity of the lesion. Label Iso (0), Complex (1), and Hypo (2)

pattern
Lesion posterior Refers to the posterior features of the lesion. Label No (0), Acoustic (1), Combined (2), and Shadow
(€)]
Doppler Refers to the results of the Color Doppler US Label Avascular (0), Minimal Vascular (1), Moderate
examination of the lesion. Vascular (2), and Dense Vascular (3)
Elasto Explain the results of Compressive Elastography. Label Soft (0), Medium (1), and Hard (2)
Biopsy Shows biopsy results. Label Benign (0) and Malignant (1)

to classify benign and malignant lesions for breast
cancer detection. The workings of these classifiers are
briefly summarized as follows.

1. Support vector machine (SVM) is a simple, power-
ful, and efficient supervised algorithm for solving 4
classification and regression problems.”® It creates
a discriminative optimal hyperplane that takes a
low-dimensional input vector and maps it to
a higher-dimensional feature space to provide a
high generalization network capability.”” The con-
cept of an optimal separating hyperplane can be
used in both cases, where the data is linearly sepa-
rable and non-linearly separable.

2. Decision trees (DT) are algorithms that build the
tree structure from the top to classify the data in
the first stage. The tree structure is named root, 5
branches, and leaves, starting from the top. Bra-
nches are connected to nodes, with each branch
connected to the root at the top. Each attribute in
the data represents a node in the tree after classifi-
cation.”® This tree structure works by partitioning
the dataset based on certain features and using a
set of decision rules to make the best decision in 4
each partition.

3. The k-nearest neighbor (K-NN) algorithm is a
machine learning algorithm used in a classification
or regression problem. This algorithm calculates
the k-nearest neighbors (k) around data points,
using a numerical distance metric.>’ For classifica-
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tion, the classes of the k-nearest neighbors around
a sample are examined and the most frequent class
. : 32 -

is assigned as the prediction.” For regression, a
prediction value is calculated using the values of
the k-nearest neighbor’s target variables

. Logistic regression (LR) is a statistical classification

method. It predicts which class a data point
belongs to between two or more classes. This
method is used to model the relationship of a
dependent variable (output class) with indepen-
dent variables. Logistic regression gives the results
as probability values and then classifies them based
on a given cut-off point. Logistic regression is
based on probability calculations using an S-curve
called a logistic function, which helps to solve clas-
sification problems.*?

. Random forest (RF) is an efficient machine-learn-

ing algorithm that consists of traditional decision
tree classifiers. A bootstrap bagging technique is
applied to generate training subsets for each tree.
The classifier’s output is usually decided by a
majority voting technique for each tree and is con-
sidered the cumulative decision of each tree.”*

. XGBoost is a powerful classification and regression

algorithm called “Extreme Gradient Boosting.”
This algorithm is based on tree-based learning
methods and often successfully performs high-per-
formance classification tasks on large and complex
datasets. XGBoost builds a strong predictor by
combining many weak predictors, reducing the

J Ultrasound Med 2024; 43:2051-2068
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Figure 5. A block representation shows the XGBoost classifier's working structure.®®

Data Set Sample of the data
——— e ;
B v v §
| D, D, D, |
residual residual residual
3 \ N
/N N N Construction of
+ + + decision-trees
Prediction Prediction Prediction
i Wi W, W, %

Summation Final Output

Final Results

overfitting problem.* It can also be optimized to
improve the model’s performance using regulariza-
tion terms and customizable loss functions. The
structure of the XGBoost classifier is given in
Figure 5.3

XGBoost is a method that has many advantages
over common methods due to its high predictive
power, its ability to prevent overlearning, its ability to
manage null data, and its speed.”® XGBoost, opti-
mized especially for working with large datasets, is
seen as more advantageous than other methods due
to its ability to regularize, prune, work with null
values, and optimize the system. The basic design of
XGBoost has the following objective function as in
Equation 1.%

O — Z:‘le(yi,yi(t—l) +ﬁ(xl)) +Q(ft) (1)

In Equation 1, [ is the loss function to minimize
errors, t is the number of iterations, Q(ft) is the addi-
tional regularization term for model complexity, yi is
the observed value, Vi is the predicted value calculated
by the equation. Assuming the model has k decision
trees, the predicted value is in Equation 2.*

J Ultrasound Med 2024; 43:2051-2068

yi= > fk(), fke F (2)

In Equation 2, F is the set of regression trees and
fis a regression tree in the set. The regularization ele-
ment defines the complexity of the tree and Equa-
tion 3 increases the stability of the model by
continuously simplifying it.

Q) =7 +503 0w )

In Equation 3, y and A are the regularization
parameters, w is the score of each leaf, and T is the
number of leaves of the tree.

Explainable Artificial Intelligence

Al classifiers work like black boxes. When learning
data, classifiers automatically adjust many parameters
and it is unclear how these parameters work. There-
fore, explaining why classifiers make certain decisions
or how they make predictions is difficult. This black
box structure can complicate measuring the model’s
performance and assessing its reliability.”” However,
explainability methods such as SHAP and LIME have
recently been used to overcome the “black box”

2057

85UB017 SUOWILIOD 3AITe.1D) 3(ced!|dde 8Ly Aq pausenob ae 9o e YO ‘@SN JO S3|Nn 10} ArIq 1T 3UIIUO AB]1/M U (SUO I IPUOD-PUR-SWUIBYW0D A8 1M AReq)1Bul|uO//SANY) SUORIPUOD PUe SWLB | 38U} 88S *[7z02/TT/L0] Uo ARIgITauluO AB|IM ‘|1UN0D UoIeessy [eOIPSIN PUY UHESH [eUoleN Aq GESOT WN{/Z00T OT/I0p/wod" A3 1M Arelq1jeul|uo//Sdny Wwolj papeojumoa ‘TT ‘%202 ‘€T96095T



Oztekin et al—Al-Based Method for Classifying Breast Solid Mass Lesions

nature of machine learning classifiers that complicate
understandability and reliability.***’

SHAP is a game theory-based explainability
method that uses Shapley values to calculate how
much each attribute contributes to a prediction.*
Shapley value is a concept that helps determine how
players should share rewards based on their contribu-
tions in a cooperative game. Adapting this concept to
a machine learning context, players become data fea-
tures, while the reward represents a predicted value.
The mathematical equation used to calculate the
Shapley value is given in Equation 4.*'

e I e IO
"SCN N\ {i} :
(4)

In this equation, f is the prediction function, N is
the total number of players, S is the number of player
groups, f(S) is the prediction result of player group S,
f(SU{i}) is the prediction result of adding a player i

to player group S. Each player i is added to all player
groups, and the change in the prediction result as a
result of this addition is calculated. The average value of
these changes represents the Shapley value of the player.

LIME produces a meaningful, simplified explana-
tion using sample data to explain how the model clas-
sifies a given sample.*” This method is widely used to
understand the internal logic of black-box models and
to make the model’s decisions interpretable by
humans. The working steps of the LIME algorithm
can be summarized as follows.

1. Data Perturbation: LIME takes the sample data
that needs to be explained and creates new exam-
ples by slightly modifying this data. These new
samples will be used to better understand the
model’s behavior.

Prediction: The perturbed instances are evaluated
on the model and the model’s predictions about
each perturbed instance are obtained. These pre-
dictions represent a prediction distribution for the
original sample.

54

Figure 6. Block representation of the experimental method used in this study.
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3. Feature Selection: It applies a weighting process to
identify the features that effectively classify the
instance that needs to be annotated. This is done
to understand how sensitive the model is to which
features.

4. Model Fitting: The weighted samples build a local
linear model based on the identified influential fea-
tures. This local model represents the local behav-
ior of the complex model.

S. Explanation: The generated local model can be
explained in a form that is better understood by
humans. This explanation shows the important
features that influence the model’s decisions and
how these features interact.

These two methods make the predictions of com-
plex classifiers more understandable and interpretable,
making it easier to measure the model’s performance
and assess its reliability. At the same time, these
explainability techniques can also be used to detect
erroneous or misleading predictions of the model,
which can improve the reliability of the model.

Experimental
In this study, six classifiers were trained and tested on

the Breast-XD dataset. In the training phase, 80% of
the dataset samples and 20% of the dataset samples

Figure 7. Confusion matrices containing test predictions of machine learning models.
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in the testing phase were used. The most successful
classifier was determined by comparing the perfor-
mance of the classifiers on the test samples. Then, the
features focused on the most successful classifier were

Figure 8. ROC curves obtained using various classifiers.

visualized with SHAPE and LIME algorithms. A com-
parison of the machine learning classifier with the
predictions of expert radiologists and the focused fea-
tures in breast cancer detection is presented. A block
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diagram representation of the experimental method
used in this study is given in Figure 6.

Experimental Setups

This study used six classifiers to classify breast lesions
as benign or malignant using the Breast-XD dataset.
In the training phase, all classifiers used the default
hyper-parameters of the scikit-learn library. The train-
ing of the classifiers is performed on 632 samples ran-
domly selected from the Breast-XD dataset samples
and kept constant for all classifiers. Then, the classi-
fiers were tested on 159 samples not seen during the

training phase. The performance of the classifiers is
compared using confusion matrix-based statistical
metrics. The predictions of the most successful model
are then characterized using SHAPE and LIME
methods. All experimental studies were conducted in
the Google Colab environment with the Python pro-
gramming language version 3.10.12 on the CPU
processing unit.

Experimental Results
Six classifiers, SVM, K-NN, RF, DT, LR, and
XGBoost, were trained on the training samples of the

Table 2. Performances Obtained Using the Al Models and Radiologists on the Test Data

Classifier Number of False Predictions Accuracy (%) Precision (%) Recall (%) F-1 Score (%)
SVM 35 7799 81.67 6712 73.68
K-NN 40 74.84 71.43 75.34 73.33
RF 15 90.57 90.28 89.04 89.65
DT 16 89.94 86.07 93.15 89.47
LR 22 86.16 84.00 86.30 85.14
XGBoost 9 94.34 92.11 95.89 93.96
Radiologist 26 83.95 76.04 96.05 84.88

Note: The highest values are marked in bold.

Figure 10. Features and SHAP values that the X?GA model focused on in the test set.
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Breast-XD dataset. Then, each classifier made predic-
tions on 159 test data that it had not seen before.
The confusion matrices obtained are given in
Figure 7.

The test samples’ most and least successful classi-
fiers are XGBoost and K-NN, respectively. Our

results show that XGBoost is the best-performing
classifier, with only 6 misclassifications among
86 benign labels and three misclassified instances
among 73 malignant labels. The ROC curves
obtained by all classifiers in the test phase are given in
Figure 8. It may be noted that all classifiers achieved

Figure 11. Prioritization of the features considered by radiologists and X2GA (the numbers next to each feature represent the order of

priority).
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Figure 12. A 53-year-old patient had a hypoechoic mass with an irregular shape and indistinct margin, measuring 10 x 7 mm in size at
10 o'clock in the right breast with a combined posterior feature and no parallel orientation. Doppler US showed no significant vascular flow
through the lesion. US-Elastography shows that the lesion has a hard structure. The lesion was evaluated as highly suspicious for malig-

nancy with its radiologic features.
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an AUC rate of above 80%. However, the classifier
with the highest AUC is XGBoost.

Radiologist Versus AI Models
To benchmark the machine learning model’s ability
to classify benign and malignant breast lesions, a radi-
ologist with 23 years of experience was asked to clas-
sify the same test samples. The confusion matrix and
ROC curve generated based on the radiologist’s diag-
nosis of the test samples are presented in Figure 9.
The experienced radiologist performed 23 false
positive classifications on 86 benign labeled test data.

Among the 76 samples labeled malignant, there were
only three false negatives. The experimental studies
obtained using six different machine learning classi-
fiers and the experienced radiologist on the Breast-
XD dataset samples are presented in Table 2.

Explainable Model X*GAI

It may be noted from Table 2 that most of the classi-
fiers have performed better than the experienced radi-
ologist. However, the lack of explanation of the
features that Al focuses on in its predictions causes
such studies not to be accepted by experts in clinical

Figure 13. In the US image of a 32-year-old female subject, there is a 14 x 11 mm, non-parallel oriented, hypoechoic, irregular not- cir-
cumscribed lesion with posterior shadowing at 12 o'clock in the left breast. Doppler US showed minimal vascular flow through the lesion.
US-Elastography shows that the lesion has a hard structure. The lesion was evaluated as highly suspicious for malignancy with its radiologic

features.
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Figure 14. In the ultrasonography image of a 30-year-old woman who presented with breast pain, a hypoechoic, indistinct, not-
circumscribed, oval-shaped lesion of 11 x 6 mm in size, with parallel orientation and no posterior feature was observed at 10 o’clock in the
left breast. Doppler US showed moderate vascular flow through the lesion. US-Elastography shows that the lesion has a soft structure. The
lesion was evaluated as mildly suspicious for malignancy with its contour and vascularization characteristics.
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use. To overcome this problem, the features that the
classifier with the highest accuracy rate focuses on
the test set were analyzed using SHAP. The features
that the X*’GAI model focuses on in the test set are
given in Figure 10. It may be noted that the most
focused feature of the X*GAI classifier for the classifi-
cation of benign and malignant breast lesions is the
margin structure of the lesion.

The classifier and radiologists’ ranking of the
importance of the attributes in the classification pro-
cess were compared in the study (see Figure 11).
Radiologist-1 and Radiologist-2 stated Shape, Margin,
and Orientation as the features that should be consid-
ered first. X>GAI on the other hand, considered the
“Elasto” attribute in second place, although they
agreed on “Margin.” Radiologists ranked the “Age”
attribute last, while the X>GAI model evaluated this
attribute in 4th place. One of the most remarkable
results is the “Echo Pattern” attribute, considered
important by radiologists and ranked last by XAI.

This difference in priority between radiologists
and X’GAI is an important parameter affecting the
classification accuracy. X*GAI was able to correctly
classify 21 samples that were misclassified by experi-
enced radiologists. Among these cases, ultrasound
images and LIME outputs of the model are presented
(see Figures 12-14) for cases that were classified as

“malignant” with high probability by the experts but
were found to be “benign” by biopsy. In Figure 12, a
US-guided lesion biopsy was reported as atypical duc-
tal hyperplasia. Subsequently, total excision was per-
formed and the final pathological result was
diagnosed as high-grade ductal carcinoma. Unlike the
radiologist, the X*GAI model correctly classified this
case correctly (accuracy = 100%). In Figure 13, the
lesion was classified as highly suspicious for malig-
nancy due to its radiological features. US-guided
biopsy of the lesion was reported as fibrosis. The final
pathological result of the lesion, which was excised
due to radiological pathological discordance, was
diagnosed as a radial scar. The X”GAI model classi-
fied this case as benign, with 73%. Figure 13 shows
the ultrasound image and the LIME outputs obtained
by the proposed model for the sample that was con-
sidered malignant by the expert with a lower probabil-
ity than the other two samples but was found benign
after biopsy. Interestingly, it is seen that the X*GAI
model also correctly classified this case slightly above
the average of 59% but still has difficulty in
classification.

It is promising that the X’GAI classifier success-
fully classified 21 cases where even the experienced
expert was wrong. The probability values in the pre-
dictions are important to determine the model’s

Figure 15. Probabilistic distributions of the predictions made by X?GAl and radiologists on the test data, (A) correctly predicted by X°GAl
and incorrectly predicted by radiologist (red circles), (B) incorrectly predicted by both X?GAl and radiologist (red circles). Black circles indi-

cate correct predictions by X?GAl and radiologists.
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stability. To evaluate the stability of the X”GAI classi-
fier, the prediction probabilities on each test sample
were recorded. These probabilities were then divided
into two correct and incorrect predictions. The prob-
ability values of correct and incorrect predictions of
X*GAI and radiologists are given in Figure 15.

Discussion

In this article, an explainable breast cancer detection
system is developed using a comprehensive breast

Oztekin et al—Al-Based Method for Classifying Breast Solid Mass Lesions

cancer dataset (Breast-XD) meticulously collected by
radiologists. The classification process performed
by the models was made explainable and the findings
were compared with the radiologists. Figure 16 com-
pares the classification performances obtained by the
main Al algorithms and experienced radiologists

using the Breast-XD dataset.

Our proposed X*GAI algorithm achieved 94.34%
accuracy on test samples randomly selected from the
Breast-XD dataset. Moreover, SHAP and LIME

Figure 16. Performance values of classification results obtained in the study.
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Figure 17. A system structure for the clinical usability of the proposed X2GAl model in a cloud environment.
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The advantages of the proposed X*GAI model
for breast cancer detection are summarized as
follows:

« It has an automated structure that can obtain more
objective results compared with the subjective eval-
uations of radiologists.

« Compared with radiologists, it provides important
information about the importance of the attributes.

o It requires fewer hardware requirements and yields
high performance compared with the popular deep
learning models.

o Thanks to its explainable structure, it is easy to
visualize the features the classifier focuses on dur-
ing the decision-making phase. In this way, it can

2066
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gain the trust of experts during clinical use.

« It can prevent unnecessary biopsies and financial
burdens during the classification of benign/malig-
nant lesions.

o The developed model can be used location-inde-
pendently in the cloud, as shown in Figure 17.

The limitation of the study is that the dataset
used in this study was created using a limited set of
subjects from one hospital. To obtain more general-
ized results, it is necessary to create a comprehensive
dataset with the participation of different radiologists
from different hospitals. In future studies, we intend
to create a huge dataset from various centers of differ-
ent races and age groups.

J Ultrasound Med 2024; 43:2051-2068
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Conclusion

Breast cancer is a prevalent and lethal type of cancer
worldwide. Early detection of cancer is critical as it
can save lives by providing timely treatment. In this
study, a machine learning-based detection system has
been proposed. The results of this study demonstrate
that the artificial intelligence-based model developed
for the automatic classification (benign/malignant) of
breast cancer lesions has significant potential in breast
cancer diagnosis. Our proposed ML-based model
achieved a high accuracy of 94.34% using a huge pri-
vate ultrasound dataset. Furthermore, presenting the
features on which the model focused during the clas-
sification stage in an interpretable structure increased
the model’s reliability and comprehensibility. This
was evidenced by the effective performance of the
X*>GAI model in cases overlooked by experienced
radiologists based on biopsy results. The findings sug-
gest that artificial intelligence can provide significant
support to clinicians in diagnosing breast cancer,
offering higher accuracy and reliability than traditional
diagnostic methods. The developed model has the
potential to be employed for real-world clinical appli-
cations. Also, the generated method can detect pros-
tate, ovarian, liver, and cervical cancers.

Data Availability Statement

The data that support the findings of this study are
openly available in Breast-Cancer at https://www.
kaggle.com/datasets/zalyildirim/breast-cancer-
dataset.
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