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Abstract: The pervasive use of social media platforms, such as X (formerly Twitter), has
become a part of our daily lives, simultaneously increasing the threat of cyber attacks. To
address this risk, numerous studies have explored methods to detect and predict cyber at-
tacks by analyzing X data. This study specifically examines the application of AI techniques
for predicting potential cyber threats on X. DeepNN consistently outperforms competing
methods in terms of overall and average figure of merit. While character-level feature
extraction methods are abundant, we contend that a semantic focus is more beneficial for
this stage of the process. The findings indicate that current studies often lack comprehen-
sive evaluations of critical aspects such as prediction scope, types of cybersecurity threats,
feature extraction techniques, algorithm complexity, information summarization levels,
scalability over time, and performance measurements. This review primarily focuses on
identifying AI methods used to detect cyber threats on X and investigates existing gaps
and trends in this area. Notably, over the past few years, limited review articles have been
published on detecting cyber threats on X, especially those concentrating on recent journal
articles rather than conference papers.

Keywords: social media; cybersecurity; survey; artificial intelligence; security and privacy;
natural language processing; cyber threat detection; X

1. Introduction
The integration of artificial intelligence (AI) has dramatically reshaped the cybersecu-

rity landscape, introducing both powerful defenses and potent threats. While AI excels at
identifying anomalies, authenticating users, and responding to incidents, malicious actors
are exploiting its capabilities to create increasingly sophisticated attacks. This complex
interplay between AI and human adversaries has generated a rapidly evolving threat
environment. AI-powered attacks, capable of bypassing traditional defenses, pose a signifi-
cant risk to organizations. Effective countermeasures require a multifaceted approach that
combines advanced threat intelligence, adaptable defenses, and a strong ethical framework.
Leveraging AI defensively can enhance threat detection, automate responses, and augment
human analysts. However, challenges such as algorithmic bias, data privacy concern, and
the potential for AI-driven attacks necessitate careful risk management. To fully realize AI’s
potential in cybersecurity, organizations must prioritize regulatory compliance, industry
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standards, and collaboration. Investing in cybersecurity education and training is crucial
to develop a skilled workforce capable of addressing emerging threats. By bridging the
gap between theory and practice, we can effectively mitigate AI-related risks and build a
more resilient digital ecosystem [1]. Cybersecurity threats have become a major concern for
social media platforms in recent years. This coincides with a booming cybersecurity market,
which has grown approximately 35 fold in the past decade. In 2019, global cybersecurity
spending reached USD 40.8 billion, rising steadily to USD 71.1 billion by 2022 [2]. As of 2023,
spending topped USD 80 billion, and forecasts predict that it will exceed USD 87 billion in
2024. This surge in cybersecurity spending reflects the increasing threat landscape. The
digital economy’s growth has unfortunately been accompanied by a rise in digital crime.
The explosion of online and social media applications has created more opportunities for
attackers, leading to data breaches that endanger both users and social media platforms.
At the current rate of growth, the financial damage caused by cyber attacks is projected
to reach nearly USD 10.5 trillion annually by 2025, marking a 3-fold increase from the
levels recorded in 2015 [3]. Global cybersecurity spending from 2017 to 2024 is illustrated
in Figure 1 [2].
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The surge of online social media platforms like X, Facebook, and TikTok reflects our
evolving relationship with data sharing in the digital age. However, this convenience comes
with a growing risk: cyber threats. Cyber threats involve criminals using technology to steal
sensitive data, like users’ information, through cyber attacks. These stolen data can then be
used to perform unauthorized activities online. Lost, stolen, or skimmed information can
all be vulnerabilities for fraudsters. As the volume of social media platforms continues to
climb, so does the threat of cyber threats, posing a serious challenge for both individuals
and the social media platforms [4]. X comprises online services that enable users to establish
a public or semi-public profile and connect with a list of other users to view and share
their profiles and content. The association of X links differs from one service to another [5].
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There is a growing range of X with several common features [6]. Social networks are online
platforms where users can: (1) Create a public or partially public profile with limitations set
by the platform, (2) build a list of connections with other users they know, and (3) browse
their connections and connections of others to navigate the social network.

X report different cybersecurity attacks against them that aim to steal the identity of
users or undermine the privacy and trust of the network. These threats include activities
such as hijacking, identity theft, spamming, social phishing, malware attacks, face image
retrieval and analysis, impersonation, fake requests, and Sybil attacks. Attackers, also
known as hackers, carry out attacks on X with a wide range of motivations that include
political, emotional, financial, entertainment, ideological, personal, cyber warfare, and
commercial purposes. As cyber threats increase security risks, numerous researchers and
security firms have been developing several solutions. Watermarking [7], Steganalysis and
digital oblivion [8] are some of the solutions for protecting X users against threats from
compromised multimedia data. Likewise, traditional solutions such as spam detection [9]
and phishing detection mitigate the conventional risks. There are also some established
security solutions such as mechanisms for authentication [10] and privacy settings [11] as
well as commercial solutions such as minor monitoring and social protection applications
that offer safeguards against cyber threats in X. Thus, the traditional information security
solutions that focus on heuristics and digital signatures are predominantly static and do
not offer full protection against the dynamic nature of the new generation of cybersecurity
threats that are more evasive and resilient, [12]. However, existing cybersecurity solutions
are not robust in detecting cybersecurity threats on X. There are two primary reasons for
this problem. Firstly, since the tweets are limited to 140 characters and the writing patterns
of people are flexible, the meaning and context of words are also used and are varied [13].
Secondly, there are many diverse and confounding advertisement tweets and people misuse
hashtags in their posts to get attention. For these reasons, it is extremely difficult to detect
cybersecurity threats from tweets [14]. Cybersecurity threats have become a critical concern
in recent years with the growing popularity of social networks. X-based event detection
has become a popular method of communicating such threats, and researchers have been
using X as an extensive database for event analysis and extraction. Various techniques
have been proposed for the detection of cybersecurity threats in X, focusing on attributes,
frequency, and multimodal X hashtags. However, the current studies lack comprehensive
evaluations of critical factors such as prediction scope, type of cybersecurity threats, feature
extraction technique, algorithm complexity, information summarization level, scalability
over time, and performance measurements.

This paper focuses mostly on finding AI methods used to detect cyber threats on X.
Furthermore, we aim to investigate the gaps and trends in this area. Over the last few years,
limited review articles have been published on detecting cyber threats on X. This review
looks at the detection of cyber threats on X using machine and deep learning techniques.
Further, unlike other analyses that include conference articles, our paper contains recent
journal articles.

This study gives important background information on threats from cyber targeting X.
First, an overview of cybersecurity threats in X is provided, followed by an explanation of
the specific challenges and threats encountered on this platform. The incentives driving
cyber threats on X are then examined, followed by a description of the methodology used
in this paper. The research then investigates cyber threat solutions and analyzes the most
recent ones. Following that, a gap analysis of existing research and recommendations for
future approaches are presented. The limitations of the survey are also discussed. This
paper closes with the conclusion.
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2. Cybersecurity Challenges and Threats in X
Cybersecurity is a tool to detect unwanted access to the property of individuals and

organizations [15]. The cybersecurity community has established the field of Cyber Threat
Intelligence (CTI). Cyber Threat Intelligence (CTI) has been receiving increasing attention
from both academic and CTI researchers in security operating centers and security service
providers as a component of cybersecurity [16]. The primary objective of CTI is to develop
a knowledge advantage over cyber threat actors. At the tactical and operational levels, CTI
expedites early detection of malicious behaviors, preferably before a malicious actor gains
a foothold in the network. On a strategic level, CTI provides sense-making and insight
into the relevant threat environment to decision makers. Effectively, CTI is the civilian,
private-sector alternative to defensive counter-intelligence executed by the established
Intelligence Community (IC) [17].

X, with its various features such as tweets, video and image sharing, and e-commerce
capabilities, has become an integral aspect of the daily routines of a vast number of internet
users. However, this widespread utilization of the platform also exposes individuals to a
plethora of cyber threats and security concerns. The following section will outline these
potential threats. As illustrated in Figure 2, there are several categories of security threats
on X.
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As a leading social media platform with a massive user base and rapid information
exchange, X is a prime target for cyber criminals. This section delves into the various cyber
threats that plague the platform. X has become a breeding ground for a multitude of cyber
attacks, including.

2.1. Security Threats in X

Cybersecurity threats occur more frequently with the popularity of today’s use of X.
Consequently, these threats may seriously impact the lives of individuals and cause social
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and financial unrest. Researchers have been using X at least since 2010 as an extensive,
publicly available database for analyzing and extracting cybersecurity threats, the security
threats on X are as follows.

2.1.1. Multimedia Content Threats

X allows users to share various forms of data, including multimedia content, which
has been improved by the integration of high-definition videos and images. However,
multimedia search technologies, such as geotagging and facial recognition, can increase
the potential for illegal use of shared data, putting sensitive user information at risk. This
section focuses on the multimedia threats that attackers could exploit to obtain sensitive
user information from multimedia data shared on X [18].

• Multimedia content exposure

Individuals using social media platforms, like X, are generally cautious about sharing
text-based information, such as their identity and home address. However, they often
overlook the risks associated with sharing multimedia data. For example, posting a picture
of their home can help intruders locate their address. Updates about their whereabouts can
indicate an unoccupied home, increasing the risk of burglary. Photos can also reveal the
user’s current location, aiding potential intruders. Additionally, shared images may draw
attention to valuable assets, and posting photos or videos without consent can compromise
others’ privacy. Technological advances, like facial and voice recognition, further exacerbate
these privacy concerns by identifying individuals without their knowledge [19].

• Shared ownership

Multimedia data shared on X may relate to multiple users [20,21]. An illustration of
this scenario would be two individuals who are friends attending an event together and
subsequently capturing an image together. Subsequently, one of the friends may choose
to upload the image to the X platform, without obtaining the consent of the other friend.
This may result in the exposure of the other friend’s privacy, as the image belongs to both
individuals. It is important to note that the preferred privacy settings for multimedia data
that pertain to multiple users are determined by a single individual, as opposed to being
determined by the intersection of the privacy settings of each individual user, which would
be a logical approach [4].

• Manipulation of multimedia content

X offers a medium for users to disseminate and access a plethora of multimedia content.
However, the veracity and integrity of this content may be compromised by malicious
actors who employ various digital tools to manipulate and distort multimedia data. This
can lead to the unauthorized alteration of personal images, resulting in potential harm or
defamation of legitimate users [18].

• Steganography

Steganography involves concealing data within other media forms and has gained
popularity due to technological advancements. It was discovered that X users employ this
technique to hide messages within images, demonstrating its feasibility and low technical
complexity. However, this capability can be misused for malicious purposes, such as
spreading disinformation and harming the platform’s reputation. Innocent users might
unknowingly interact with harmful content, risking association with criminal activities.
For instance, malicious actors might embed harmful code in an image on X, which is then
unknowingly downloaded by users [22].
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• Shared links to multimedia content

The variety of multimedia formats, like JPEG and PNG, complicates creating a univer-
sal framework to support them all. Some formats are prone to attacks or require manual
verification, such as interactive flash videos. Social media platforms, like X, generally
support a limited range of formats; for example, X allows sharing pictures only as JPEG
or PNG and does not widely support animated GIFs. Users can share unsupported multi-
media by posting links, but this feature can be exploited by malicious actors. They might
replace the link’s content with harmful material, risking malware installation or confidential
information theft for the user [23].

• Metadata

Metadata on multimedia content, such as identities and locations, are valuable but can
expose users to risks. Geolocation tags in images, often added by modern mobile phones,
can reveal personal details like religious beliefs or health conditions, posing potential dan-
gers [24]. Different platforms handle multimedia metadata differently. Facebook removes
all metadata before uploading images, while Google+ retains all except GPS coordinates.
Flickr, by default, shares GPS coordinates to display images from the same location [25].

• Outsourcing and transparency of data centers

The transparency of stored media on social networks (SNs) poses significant privacy
risks for users in two main ways. First, multimedia data on these platforms are often
unencrypted, allowing malicious users to access it directly if they obtain a link. Second,
data stored on SNs can be viewed by service providers. While major networks like LinkedIn
and Facebook operate their own data centers, smaller networks typically rely on third-party
cloud storage, which can lead to increased privacy and security concerns despite cost and
scalability benefits [26]. End users may trust X, but they struggle to trust third parties with
their data. User information can be shared with government agencies for law enforcement
and utilized by merchants for marketing [14].

• Static links

Generally, most X end users use static links to share mixed-media data. This is because
these links provide an efficient and optimal method of data distribution. However, sharing
static links compromises user privacy and can open many opportunities for attacks. When
a user shares an image static link with a group of users of their choice, any member of
the group can access the image and share it without the permission of the image owner.
Members can also copy and paste the link to share the image outside of social media [18].

• Tagging-link ability from shared multimedia data

X has a feature where you can tag multimedia content, such as videos and images, to
increase interaction between users and make searching easier. People can label their own
content and add more details, but this can also be a threat to their privacy. For instance,
some X users may not want to share their own photos, but a friend could tag their photo to
reveal their identity [24]. The primary concern is that tagging can connect an individual
who does not have a X account and does not wish to reveal any personal details on the
platform [21]. Additionally, a spammer or an individual with malicious intent can tag a
substantial number of individuals in a single post, such as an image or video, to disseminate
harmful content to a wide audience with minimal effort [27].

• Unauthorized data disclosure

X offers its users the ability to share data. Sharing data involves making it available to
a specific group of users. However, there is a risk that one of the members of the group
may disclose the shared information [28]. This type of disclosure is often considered illegal
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as it can be manipulated. The same goes for multimedia data, such as pictures. When a
user shares a picture with a group, any member of the group can download it and change
the privacy settings, potentially causing the picture to be publicly shared even though the
original uploader only wanted it to be seen by a certain group of people.

• Video conference

Today, X offers both text messaging and video conferencing capabilities. The added
benefit of video conferencing is that it allows for greater interaction between users. How-
ever, this also opens the possibility of more sensitive information being shared. A malicious
user can access the video stream by exploiting any vulnerabilities in the communication
infrastructure [29]. Additionally, someone participating in the video conference can record
it and use it to blackmail or manipulate others. The attacker may also be able to access
the webcam of the target by utilizing malware and taking advantage of weaknesses in the
communication protocols.

2.1.2. Traditional Threats

In the context of X, there are specific types of traditional threats that involve utilizing
various attack methods, such as phishing and malware, to acquire a user’s personal details.
This information can provide a significant advantage for the attacker, as they can obtain
sensitive information such as social security numbers, passwords, and bank information.
With this information, the attacker can carry out further crimes such as phishing and identity
theft [30]. This section outlines the different traditional threats that can be employed by
attackers to access a user’s personal information.

• Spamming

Spam attack attackers flood internet users with unsolicited messages (spam). On X,
this kind of attack appears to be more successful than traditional spam attacks that use
email to spread spam. This is because the social connections between X users can be easily
abused. Target users can easily be convinced to read spam information and trust it to be
safe. Here, the attacker can somehow obtain communication details about the user and
send spam or junk data. Obtaining communication details is not too difficult and can be
extracted from legitimate user profiles. A large amount of spam emails sent causes network
congestion and the cost of sending emails is mainly borne by the provider of the service
and in some cases by the user [31].

• Malware

This is harmful software made up of Trojan horses, viruses, and worms. X operates by
connecting different users’ systems. As a result, malware can easily spread from one user’s
system to another through these connections [32]. X lacks the necessary tools to identify if a
URL is dangerous or not. Dangerous URLs can steer users to fake websites which can then
transmit malware to their computers and steal their confidential information. Researchers
looked at the spread of malware on X and determined which factors played a role in its
spread [33]. These factors include features of the social network graph such as the number
of nodes, number of connections, highest degree, average shortest distance, and longest
distance. The researchers also explained how each factor affects the rate at which malware
spreads on X [34].

• Sybil attack and fake profiles

In a Sybil attack, attackers generate a significant number of fake identities to gain an
advantage in distributed and peer-to-peer systems. This type of attack poses a significant
threat to X security as it has many users connected as peers in a peer-to-peer network, allow-
ing one entity to control multiple fake identities. By utilizing these fake identities, attackers
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can override legitimate users and manipulate reputation values, corrupt information, and
outvote legal X users, such as by voting an account as the “best” [35].

• Impersonation

The goal of the attacker is to construct a false profile with the intention of pretending to
be a real individual. This type of attack heavily relies on the authentication procedures that
users encounter when creating a new account. Such attacks can have severe consequences
for the person being impersonated [31].

• Clickjacking

This is a growing threat to X where attackers conceal harmful software behind the
sensitive user interfaces or buttons to steal clicks from customers for malicious purposes.
Clickjacking has various forms, but the most well known are Likejacking and Cursorjacking.
In Likejacking, the attacker embeds malicious code scripts with X’s “Retweet button” that
appears on the user’s profile. Cursorjacking employs the user interface redressing technique
to change the position of the cursor, where the attacker replaces the actual cursor with a
fake one to direct the user to a malicious website [36].

• Social phishing

This type of attack involves the attacker attempting to obtain confidential information
from a target by using a fake website that appears authentic or by pretending to be someone
the target knows. The severity of these attacks can be significantly reduced if the target is
informed and cautious when reviewing information received [30].

• Hijacking

Gaining control over another person’s profile is referred to as hijacking. The attacker
succeeds in this if they can guess or obtain the login password for the account. Choosing
weak passwords is not recommended as it increases the risk of hijacking. These passwords
can easily be acquired through dictionary attacks. To prevent this, it is best to use strong
passwords and change them frequently [31].

2.1.3. Social Threats

Regarding online social threats, attackers can utilize the social relationship aspect of X
to maliciously engage with different user groups, such as minors and corporate employees.
For example, an attacker may manipulate minors by expressing compassion and offering
online gifts or money. Their reasons for doing so can range from blackmail, distributing
pornography, conducting cyberbullying, and espionage [4]. In this section, we outline
the various social dangers that take advantage of different online social relationships for
different motives.

• Corporate espionage

Corporate espionage can employ automated social engineering tactics through X.
By utilizing X as a tool, a social engineer can obtain valuable information, such as the
job title, email, and complete name of employees, without relying on traditional social
engineering methods and infiltrating the company. A study by [36] describes a method of
using social networking sites (X) to execute a social engineering attack. They demonstrated
that by utilizing X, an attacker can gather information about an employee within a targeted
organization in an automated fashion, which can then be utilized for a successful social
engineering attack [37].

• Cyberbullying and cyber-grooming

Cyberbullying is the repeated online harassment of an individual, while cyber-
grooming involves an adult forming an emotional bond with a child to facilitate sexual
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abuse. Children are especially susceptible to these online threats due to their age [38].
Teenagers facing cyberbullying are at an increased risk of depression. Online predators
often exploit this vulnerability by posing as caring individuals, luring victims with gifts and
financial incentives. Security experts report that such predators have targeted thousands of
students globally through deceitful practices. A notable case is that of Megan Meier, whose
tragic suicide highlighted the severe consequences of cyberbullying, as the perpetrator
created a fake online profile for manipulation and cyber-grooming [39].

• Cyberstalking

X users have the option to reveal their personal details such as contact information,
home address, location, and schedule on their X profile. However, this information can
be vulnerable to exploitation by malicious individuals for cyberstalking purposes. For
example, an attacker can blackmail their victim through phone calls or instant messages
on X. Additionally, users often share location information through their photos, which
attackers can gather and use for harmful cyberstalking attacks. Researchers reviewed the
effects of cyberstalking on German X users on StudiVZ. They emphasized that cyberstalking
could harm the mental well-being of X users and should be regarded as a significant danger
to ensure a safe and secure environment on the platform.

3. Motivations of the Cyber Threats on X
Hackers have increasingly become a major concern for X users, executing various

attacks driven by different motivations. These can include revenge, financial gain, entertain-
ment, or participation in hacktivist movements that protest specific issues. Some hackers
also engage in espionage or cyber warfare for political or military reasons. Regardless of
their intentions, these attacks can have serious repercussions for individuals and organiza-
tions. Therefore, it is crucial for X users to understand these motivations and take proactive
measures to safeguard their online presence [4].

❖ Financial benefits

Financial benefits are the primary motivation behind cyber attacks on X. These attacks
are carried out by cyber criminals who aim to acquire sensitive information related to the
bank accounts of users [40]. The malicious access of these accounts allows the perpetrators
to steal money and financial assets from the victims [41]. Additionally, business-related
information can also be targeted in these attacks, with the intention of profiting from the
information by rival companies. The ease of access to large amounts of personal and
financial information on X makes it a prime target for cyber criminals looking to make
quick and easy financial gains [42].

❖ Entertainment

Entertainment can come in many forms and for some hackers, it lies in the excitement
of hacking on social media. These individuals are driven by the thrill of showcasing their
hacking skills to their peers and gaining recognition in the hacking community. They do
not have any financial or political motives behind their actions, but simply do it for the
enjoyment of the challenge. As the saying goes, some people just find pleasure in causing
chaos and disruption. For these hackers, hacking is a form of entertainment that allows
them to express their technical abilities and gain a sense of notoriety among their peers [4].

❖ Cyber spying

Cyber espionage refers to the act of obtaining private information without the permis-
sion of the owner using hacking techniques and malicious software. This type of espionage
is becoming increasingly prevalent on social media, where individuals, competitors, and
even foreign governments are targeting confidential information. This can range from
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personal data to sensitive business information and can have serious consequences for
those affected. The rise of cyber espionage highlights the importance of taking necessary
precautions to protect personal and business information online [43].

❖ Expertise for the job

The demand for expertise in the fields of cybersecurity and hacking is at an all-time
high, as many IT experts lack these specific skill sets. The job market for these positions is
extremely competitive, as organizations are eager to hire individuals who can help them
evaluate their security and protect against cyber criminals. Having a specialist on their
team allows companies to think and operate in the same way as the criminals, giving them
a better chance at beating them. The need for these experts is crucial in today’s world, as
cyber threats continue to grow and evolve [44].

❖ Cyber warfare

Cyber warfare is a new form of conflict that is fought using technology and the
internet. Cyber warfare is a politically motivated attack on information and information
systems, mainly targeting government websites. The goal of these attacks is to disrupt
the communication and financial stability of the targeted country and to cause improper
functioning of its government. Unlike traditional warfare, cyber warfare is fought from
the comfort of a room rather than on the front lines. The use of social media has made
it easier for individuals or groups to launch these attacks, making it a serious threat to
national security [45].

❖ Revenge/Feelings

Revenge and emotions can drive individuals to engage in cyber attacks on X. Whether
it is a dissatisfied customer or an unhappy employee, the desire for revenge can lead to
the destruction of an organization’s reputation. These hackers aim to cause chaos and
frustration by blocking services and leaving legitimate users without access. The impact of
such attacks can be devastating, causing significant financial loss to the victim organization.
It is important to recognize the power of emotions and the potential consequences they can
have in the digital world [46].

❖ Hacktivism

Hacktivism is a form of activism that utilizes technology to achieve political and social
goals. The main objectives of hacktivism include promoting free speech, protecting human
rights, and advancing information ethics. This type of activism involves publishing the
views and aims of a political community or religious group and staging protests to support
their beliefs. However, it can also involve vandalism of websites with political or religious
messages. Hacktivism is a unique form of activism that combines technology and activism
to bring attention to important political and social issues [47]. Figure 3 illustrates the impact
and motivation of cyber threats on X.
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4. Survey Methodology
• Research Questions

(RQ 1): What are the cyber threats present on X, and what motivates these threats?
(RQ 2): What AI-based solutions can be employed to address cyber threats on X?
(RQ 3): What potential opportunities can be explored through these solutions?

• Objectives

One area of concern is the use of AI in cyber attacks on X. Cyber criminals are in-
creasingly using AI-based solutions to carry out highly sophisticated and difficult-to-detect
attacks. To answer our research questions, this paper examines the effectiveness of current
cybersecurity measures in detecting and preventing such attacks and assesses the limita-
tions of traditional cybersecurity methods. Additionally, this paper discusses the potential
benefits of using AI-based solutions to combat X cyber threats. Traditional cybersecurity
techniques are often inadequate when it comes to addressing the ever-evolving nature
of cyber threats. AI-based solutions, on the other hand, can quickly learn and adapt to
new threats, allowing them to respond more effectively and efficiently to potential attacks.
This paper also explores the potential for AI-based solutions to address X’s cybersecurity
challenges. By highlighting the unique features and vulnerabilities of this X platform, this
paper aims to contribute to our understanding of cybersecurity issues and facilitate the
development of effective solutions to address them. We aim to promote the use of AI-based
solutions to combat social media-based threats and improve the overall security on X.

5. AI-Based Cyber Threat Solutions in X
AI algorithms play a crucial role in the pattern recognition capabilities of machine

learning, which can be divided into two main categories: supervised and unsupervised
algorithms. Supervised algorithms use labeled data to predict image classes, including
parametric models like Support Vector Machines and non-parametric methods such as
k-Nearest Neighbors. In contrast, unsupervised algorithms analyze unlabeled data to
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identify patterns through clustering and dimensionality reduction techniques. Choosing
the right algorithm depends on factors like accuracy, scalability, and the specific problem
being addressed. Despite initial skepticism, the advantages of AI have gained acceptance,
particularly in the realms of machine learning and deep learning, with computer vision
being a significant area of focus. Understanding these relationships is key to appreciating
advancements in machine vision [48].

X has become a significant platform for the dissemination of information, including
cyber threats. This presents both challenges and opportunities for cybersecurity researchers.
Machine and deep learning offer powerful tools to analyze this vast and dynamic data
stream, enabling more effective threat detection, response, and prevention [49]. Machine
learning, deep learning and Ensemble Learning for cybersecurity threat detection are
explored in the following sections.

5.1. Machine Learning (ML)

Machine learning (ML) is a branch of artificial intelligence (AI) and computer science
that focuses on the using data and algorithms to enable AI to imitate the way that humans
learn, gradually improving its accuracy [50]. Machine learning can create an effective
model automatically based on initial training data. The motivation for this approach is the
availability of the appropriate training data, or it can be obtained at least more conveniently
compared to the effort required to define the model manually [51]. The versatility of ML
has led to its widespread application across diverse sectors, including healthcare, finance,
natural language processing, and autonomous vehicles, as it can process large datasets and
reveal insights that may be difficult for humans to discern. The scalability and adaptability
of ML models make them highly valuable for addressing complex real-world problems,
fueling innovation across industries [52]. Additionally, advancements in computational
power and access to big data have accelerated the development of more advanced ML
techniques, such as deep learning, which emulates neural networks in the human brain to
analyze vast amounts of data with greater accuracy [53]. As ML continues to evolve, its
potential to transform industries and solve pressing challenges expands rapidly.

This section delves into the three primary methodologies in this field: supervised, semi-
supervised, and unsupervised learning. This section provides a contextual background
and a comprehensive analysis of key research within each category.

1. Supervised Learning

Supervised learning is a machine learning system that can learn from the training data.
Training data consist of pairs of input objects (usually vectors) and outputs. The output of
the function can be assumed to be a continuous value (called regression) or a class mark of
the input object (called classification). The task of the supervised learner is to predict the
value of the function of any valid input object after observing several training examples
(i.e., pairs of input and target output). In order to do so, the learner must “reasonably”
generalize from the data given to unseen circumstances [54]. In other words, in terms of
predictor characteristics, the goal of supervised learning is to create a concise model for the
distribution of class labels [55]. Supervised learning is used, in particular, as a predictive
mechanism in which a portion of the data is learned (or otherwise known as a training set),
while another portion is used to test a trained model (Cross-validation) and the remainder
will be used to determine the accuracy and effectiveness of the forecast [56]. Cyber threat
analysis primarily relies on two types of features: behavioral and content. Behavioral
features focus on user metadata, actions, and interactions, without deep content analysis.
They examine factors like timestamps and basic text counts. The content features delve into
the textual content itself to differentiate bots from real users.
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• Behavior based

The well-known BotOrNot [57] is an off-the-shelf system that leverages more than
one thousand features to discriminate bots. BotOrNot measures the ‘botness’ of an X
account. The authors expanded on their previous work [56] by retraining the model on a
new dataset [58] and disclosing their feature engineering process [59]. They developed a
feature set inspired by the DARPA competition [60] to distinguish between normal and bot
accounts. Ref. [61] identified and evaluated the importance of features for Sybil detection
on X, finding Random Forest to be the most effective classifier. Ref. [62] combined Support
Vector Machines and neural networks (SVM-NN) to detect fake accounts and bots, reducing
the feature set from to improve efficiency [63]. Ref. [64] developed a method to calculate a
‘botScore’ for X accounts, like the BotOrNot botness score. They identified ten user profile
attributes and tweet patterns to feed into their BotClassifier, a supervised classification
algorithm. Compared to Naive Bayes, their model demonstrated superior performance in
distinguishing between human and bot accounts. CATS by [65] uses a clever approach to
spot X spam bots. By analyzing just 5 tweets per user, they combine entropy, spammer
behavior, and a blacklist of spammy URLs. This helps them accurately identify spam
accounts. The CATS team also introduced 15 new features for better spam detection. They
tested different machine learning methods and even grouped spammers to understand
how they operate. Ref. [66] conducted an empirical study on the evasion tactics used
by social bots. They identified key characteristics of social bots and common evasion
techniques, and subsequently proposed a detection method that incorporated nine novel
features alongside existing ones. Their approach was evaluated across multiple social
media platforms. Ref. [67] introduced a hybrid approach combining human judgment and
machine learning to identify X bots. This semi-automated method prioritizes precision,
making it suitable for creating large, high-quality datasets for bot detection models. Ref. [68]
developed a novel approach to classifying X accounts by stratifying users based on account
popularity. This strategy, centered on user social status, allowed them to identify distinct
feature sets effective for distinguishing between human and automated accounts within
each popularity tier. While their study focused on general account classification rather
than specifically detecting malicious bots, the methodology, features, and dataset generated
could serve as valuable foundations for future bot detection research. Similarly, ref. [69]
introduced a refined set of features focusing on user interaction levels and engagement.
They combined these features with existing ones to detect X bots using deep learning. In a
similar vein, ref. [70] identified bots in marketing campaigns by analyzing user interactions
on X. They compared various classifiers and found back-propagation neural networks to be
most effective with their feature set. Pattern recognition techniques have been applied to
classify X accounts. Ref. [71] developed a model to categorize accounts as human, bot (spam
bot), or cyborg. Their approach involved analyzing account behavior through entropy
calculations for tweet timing patterns, machine learning for text-based spam detection,
and statistical analysis of account properties. A decision-making component combined
these analyses for final classification. In subsequent work [72], the model was refined with
enhanced components and evaluated on a larger dataset. Ref. [73] developed a method to
identify automated fake X profiles by analyzing multiple profile attributes, screen name
patterns, and tweet posting times. While their model exhibited high precision in detecting
fake accounts, its recall was relatively low. Nonetheless, due to its exceptional accuracy,
the authors propose using it as a baseline or starting point for more complex graph-
based detection methods. Ref. [74] developed an algorithmic approach to identify distinct
behavioral patterns between real and fake X users. Their method focuses on extracting
Relaxed Functional Dependencies to differentiate between human and bot accounts. The
researchers posit that the complex patterns exhibited by humans are inherently difficult for
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bots to replicate. Ref. [75] introduced a proactive method to identify Sybil accounts during
their creation. By comparing private user data and images, their framework can prevent
these fraudulent accounts from being established. Additionally, ref. [76] developed a model
that represents social media users based on their behavior and posting patterns. This model,
utilizing a CNN-LSTM algorithm, was employed to distinguish between human and bot
accounts on X.

• Content based

Numerous studies have focused on content analysis and textual information to detect
X bots. For instance, ref. [77] employed deep learning to identify bots using a single tweet
and six account features. They addressed dataset limitations by applying oversampling
techniques to a small training set. Similarly, ref. [78] leveraged tweet similarity to detect
social bots, assuming similar botmaster objectives and technological constraints lead to
comparable tweet content. Ref. [79] employed a CNN-LSTM algorithm on tweet content
and metadata to identify evasive spam bots. Given the role of bots in misinformation
spread, ref. [80] proposed using topic analysis for bot detection. Their Boost OR algorithm
optimized F1-score by balancing precision and recall. Notably, they introduced two publicly
available labeled X datasets. Ref. [81] classified X accounts into human, bot, and cyborg
using pattern recognition and a wavelet-based approach. Random Forest outperformed
Multilayer Perceptron, especially in the binary human/non-human classification. Ref. [82]
extended this work to distinguish between humans, legitimate bots, and malicious bots.
Assuming similar patterns in spam generated by the same botmaster, ref. [83] developed
an iterative model to detect X spam and spam bots based on tweet similarity and closeness
to known spam. While not directly focused on bot detection, ref. [84] classified X users into
person and non-person. Their first step involved using Xati [85] to identify bots based on
tweet properties like inter-tweet delay, spam detection, near-duplicate tweets, Klout score,
and tweeting device. Ref. [86] hypothesized that sentiment differences could distinguish
humans from bots. Ref. [86] introduced sentiment-based features alongside other tweet and
user characteristics. Ref. [87] also used sentiment analysis with a Contrast Pattern-Based
classifier. Ref. [88] employed content and metadata information to detect social spam bots.

In a different approach, ref. [89] adopted a different approach by focusing on user-
names rather than user posts. They categorized usernames as either random or non-random,
creating a dataset of 235,000 X accounts with random usernames, which they labeled as
automated. An analysis of a 100-account sample from this dataset led them to conclude
that it is accurate and diverse, making it a valuable resource for improving bot detection on
social media.

2. Unsupervised Learning

Some of these techniques does not require training data. They are based, as alternatives,
on two fundamental assumptions. Firstly, they assume that daily traffic is the majority of
network connections and that only a very small percentage of traffic is abnormal. Secondly,
malicious traffic is calculated to be statistically different from regular traffic [50]. According
to these two assumptions, daily traffic is typically presumed to be data groups of similar
instances, although occasionally instances that differ significantly from most instances
are considered to be malicious [90]. Datasets provided as machine learning input in
unsupervised learning are not labelled in any way that defines the correct or incorrect
outcome. Instead, the result may achieve a larger desired target, be measured on the ability
to find something readily discernible by humans, or provide a nuanced application of
the statistical function to obtain the intended value [55]. Similar to supervised learning
articles, those employing unsupervised methods are categorized into behavior-based and
content-based approaches. A review of these unsupervised techniques follows:
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• Behavior based

Several models have been proposed to detect social media bots using unsupervised
machine learning techniques. DeBot by [91] identifies bots based on correlated activity
patterns. Assuming human users exhibit less correlated behavior over time, DeBot flags
accounts tweeting frequently (at least 40 tweets/hour) with high activity correlation as
potential bots. Ref. [92] introduced the Digital DNA model, which analyzes the sequence of
online actions to identify bot campaigns. Accounts with similar action sequences (Longest
Common String) are classified as potential spam bots. Their subsequent work [93] ap-
plied this model in both supervised and unsupervised settings, favoring the latter. They
employed a similar approach in their BotWalk model. By constructing vector representa-
tions of user features, BotWalk utilizes seed bots and these vectors to identify social bots
on X. Seed bots are discovered using DeBot [94], and the model then expands its search
to connected users to detect anomalous accounts. The dataset used for this research is
publicly accessible.

• Content based

To disseminate information effectively, bots typically exhibit openness and content
duplication. Ref. [95] exploited these characteristics to identify patterns of similarity and
subsequently detect automated X accounts, commonly referred to as Influence bots. By
analyzing tweet data, the author discovered emerging patterns among groups of accounts,
positing that these patterns alone suffice to classify accounts as automated without requir-
ing additional ground truth verification. Building on this concept, ref. [96] developed a
method to detect spam bot campaigns on X by examining patterns in URL shortening
services and comparing content similarity between tweets. In a subsequent study, ref. [97]
designed a system capable of identifying spam bot campaigns on the X platform. The
system identifies groups of accounts sharing identical tweets by monitoring top trending
URLs on X’s real-time stream. Accounts within these groups are flagged as potential bots if
they exhibit similar recent tweeting behavior. A classifier is then employed to distinguish
spam bot campaigns based on shared tweet content. Finally, the system links each identified
campaign to the email address associated with the URL it promotes. Ref. [98] employed a
content-based approach to identify Small- and Medium-Sized Businesses (SMBs) within the
BotCamp dataset. Their model capitalized on trending topics to detect social threats cam-
paigns focused on political discourse. By gathering trending hashtags, he model employs
DeBot by [91] to identify synchronized bots that exploit popular hashtags. Subsequently,
graph-based techniques are used to represent topological relationships between these bots
and group them into clusters. A supervised model is then applied to categorize user inter-
actions as either agreeing or disagreeing with specific sentiments. Ultimately, the identified
clusters serve as indicators of bot-driven campaigns within political discourse.

3. Reinforcement Learning or Semi-Supervised learning.

Reinforcement Learning is a learning technique dealing with the study of how ma-
chines and natural systems, such as humans, learn in the presence of both labelled and
unlabeled data. Traditionally, learning has been studied either in the unsupervised
paradigm where all data are unlabeled (e.g., clustering, outlier detection) or in the su-
pervised paradigm where all data are labelled (e.g., classification, regression) [99]. In recent
years, interest in SSL has increased, especially because of application domains in which
unlabeled data such as images, text, and bioinformatics are abundant [100]. The aim of
the reinforcement learning approach is to maximize the reward of each change in state
by learning the best behavior to be performed in each state [55]. Ref. [101] introduced
clickstream sequences as a robust feature to differentiate human users from social bots. By
employing semi-supervised clustering, they leveraged the dynamic nature of clickstream
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data to unveil subtle behavioral patterns that are challenging for bots to replicate. This
approach assumes that clickstream sequences encapsulate both the evolving aspects of user
behavior and underlying, consistent characteristics. Leveraging the principle of homophily
in social networks, ref. [102] developed SocialBotHunter, a model that detects spam bots
on X by analyzing user behavior and interactions. Requiring only a seed set of labeled
legitimate users, the model effectively identifies spam accounts.

5.2. Deep Learning (DL)

DL is a type of ML technique that allows machines to learn from their mistakes and
comprehend the world as a hierarchy of concepts [103]. DL enables computational models
consisting of several layers of processing to learn data representation at multiple abstraction
levels. These methods have greatly improved state-of-the-art speech recognition, visual
object recognition, object detection, and many other domains such as drug discovery and
genomics [52]. The use of DL technology for cybersecurity research and intrusion detection
is highly important since most attacks use invasive software families that can be detected
and classified [55]. DL is commonly used in pattern recognition. Furthermore the issue of
classification, such as text classification and image classification, has also shown efficiency
when DL is used [13].

1. Convolutional neural networks (CNNS)

ConvNets is designed to process data that come in the form of multiple arrays, such
as a color image consisting of three 2D pixel-intensity arrays in three color channels. There
are many data modalities in the form of multiple arrays and 1D for signals. Sequences, like
language; 2D images or audio spectrograms; and 3D images, either video or volumetric.
The four key ideas behind ConvNets that take advantage of the characteristics of natural
signals are: local connections, shared weights, pooling, and the use of multiple layers [52].
Convolutional networks integrate three architectural ideas to ensure a certain degree of
transition, size, and distortion invariance: (1) local receptive fields, (2) shared weights
(or duplication of weights), and (3) spatial or temporal subsampling [104]. Ref. [105] also
suggested CNN to strive for image recognition. The basic idea of CNN is to capture a
data function by transferring the kernel, a convolution matrix, to a region in the image.
Generally, while neural networks cannot retain spatial information in the image, CNN can
maintain it by adding the kernel to each area of the image. In the case of natural language
processing (NLP), we can also add the convolutional layer of CNN to the vector space
translated from the text corpus. Since each kernel can learn how to insert in a region, i.e.,
one sentence in the NLP, and capture the semantic and structural features of the sentence,
CNN performs well in the text classification. Ref. [14] proposed a multitask learning
approach based on the natural language processing technology and ML algorithm of the
iterated dilated convolutional neural network (IDCNN) and Bidirectional Long Short-Term
Memory (BiLSTM) to establish a highly accurate network model. Their results show that
the proposed model operates well to predict cyber hazard incidents from tweets and greatly
outperforms a variety of baselines.

2. Graph Convolutional Networks (GCNs)

A Graph Convolutional Network (GCN) is a specialized neural network for process-
ing and analyzing graph-structured data. In graphs, nodes represent entities, and edges
represent the relationships between those entities [106]. GCNs have garnered significant
attention and popularity due to their effectiveness across various domains where data
can be naturally represented as graphs. Their strengths include the ability to excellently
represent nodes within a graph through their iterative structure, handle irregular and
complex data structures, perform node classification and prediction, and adapt to new
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graph contexts and scale efficiently [107]. Ref. [108] proposed a deep learning-based ap-
proach for identifying trolls and toxic content on social media. The developed machine
learning model detects toxic images by analyzing their embedded text content. The model
employs GloVe word embeddings to improve predictive accuracy and incorporates Graph
Convolutional Networks (GCNs) to analyze the complex relationships in social media
data. While the model demonstrates potential, it faces challenges in precision and recall.
The model correctly identifies toxic content in more than 50% of cases but struggles with
precision, detecting positive instances less than 50% of the time. Additionally, the recall
rate is limited, capturing only 40% of positive cases. The F1-score, which balances precision
and recall, is approximately 0.4, suggesting that further improvements are needed for
enhanced effectiveness. Ref. [109] presented a graph-based approach for malware detection
by constructing a program graph that captures the relationships within a program and
developing two enhanced Graph Convolutional Network (GCN) architectures. The first
model incorporates label propagation into the GCN to utilize label information, enabling
neighborhood aggregation and propagating labels from labeled to unlabeled nodes. The
second model introduces residual connections between the original node features and the
node representations generated by the GCN layer, improving information flow and miti-
gating the over-smoothing problem. Experimental results demonstrate that the proposed
models significantly outperform baseline GCN and traditional machine learning methods
in malware detection, highlighting their effectiveness in program representation learning
and malware detection using program graphs. Ref. [110] proposed a deep learning-based
framework that analyzes social media across three key domains: users’ profiles, the content
they share, and the examination of users’ unstructured ego-networks. This framework is
built on an inductive learning-based graph neural network, enabling a 3D analysis of social
media platforms. The proposed model can serve as a benchmark, providing a baseline
for future research. Its performance is compared with existing approaches like SVM and
LSTM, and experimental results demonstrate its superior performance using the real-world
PHEME dataset. Furthermore, the framework can be leveraged as an OSINT (Open-Source
Intelligence) tool, contingent on the availability of customized data.

3. Recurrent neural networks (RNNS) and Long Short-Term Memory Networks (LSTM)

A recurrent neural network (RNN) is a recurrent structure where a directed graph
along a chain is generated by node associations. This helps the RNN to view time dynamic
behavior for a time series applied to natural language processing (NLP). RNNs can use their
internal state to process input agreements and may do so only for a limited period of time,
i.e., they cannot remember long-term information [110]. In other words, RNN is a neural
network that simulates a complex system of discrete time that has an input xt, an output
yt, and a hidden state ht. The subscript t represents time in our notation. RNN’s have a
very elegant way of dealing with sequential (time) data that embodies connections between
data points similar to the sequence [111]. Ref. [112] proposed recurrent neural network
(RNNs) for sequential data processing such as voice and text processing. The defining
characteristic of RNNs, which is distinct from that of RNN, the general neural networks
are the introduction of the hidden state vector. The secret state represents the description
of the previous input data which are modified once the new input is reached. Finally,
after processing all input results, the secret state is the summarization of all sequences,
which is similar to the processing of a sequence performed by a human being. Of course,
RNN has the benefit of reading sentences that are read by a human. However, as the
layer deepens, gradient explosions and vanishing problems occur, which can degrade
performance [113]. Ref. [114] proposed the Long-Term Memory (LSTM) technique to avoid
this. In order to prevent the gradient from bursting and causing disappearing problems,
LSTM adds the cell state to change the previous knowledge. LSTM has been commonly
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used for text classification because it can learn high-level representation using a deeper
layer due to the cell status while maintaining the sequence of representations given by
RNN. Ref. [115] applied LSTM to the emotion classification of short texts on social media.
Ref. [116] suggested a densely connected Bi-LSTM composed of several Bi-LSTM layers,
which shows improved efficiency than Bi-LSTM.

4. Deep neural networks (DNNs)

A neural network can be a deep neural network (DNN) with many layers that make
it very mind-boggling. DNN contains one layer of data, at least one hidden layer, and
one layer of output. A rectilinear unit (ReLU) is contained in a hidden sheet. ReLU is
a mechanism for activation which has specified the positive part of its argument. ReLU
has fewer gradient problems and is efficient in terms of computation. As each neuron
in a single layer is connected with each neuron in the next layer, the secret layer is also
called a fully linked layer [110]. A typical neural network (NN) consists of several neurons-
called simple, interconnected network processors, each producing a series of activations
of real value. Sensors that sense the environment activate input neurons, and weighted
connections from previously active neurons trigger other neurons [117]. Ref. [118] presented
a new tool for analyzing information obtained from X using deep neural networks to
process cybersecurity.

5.3. Ensemble and Hybrid Learning

Ensemble learning is a powerful machine learning technique that improves model
performance by combining the predictions of multiple individual models. The key prin-
ciple is to leverage the diversity and strengths of these models to enhance prediction
accuracy and robustness. Ensemble methods typically involve training several base models
independently and then aggregating their predictions to arrive at a final output [119].
Ref. [120] developed a framework for identifying X bots using profile metadata. This
study optimized the framework by comparing techniques for data preprocessing, feature
selection, and model combination. The best results were achieved using Weight of Evi-
dence encoding, Extra Trees for feature selection, and Random Forest blending, resulting
in an impressive 93% AUC. While this approach offers rapid threat detection due to its
reliance on static profile data, it is less effective than methods incorporating behavioral
analysis. Ref. [121] developed a novel unsupervised ensemble learning method to detect
previously unseen attacks in IoT networks using unlabeled data. The system generates
labeled data for training a deep learning model to identify IoT attacks. Additionally, it
employs feature selection to optimize attack detection. The proposed model effectively
recognized attacks in unlabeled IoT data, with a Deep Belief Network (DBN) achieving a
97.5% detection accuracy and a 2.3% false alarm rate when trained on the generated labeled
dataset. Ref. [122] conducted a study focused on detecting hate speech using machine
learning and ensemble learning techniques during the COVID-19 pandemic. The research
utilized X data, which was extracted via the platform’s API with the aid of trending hash-
tags relevant to the pandemic. To facilitate analysis, tweets were manually annotated
into two distinct categories based on various factors. Feature extraction was performed
using methods such as TF-IDF, Bag of Words, and tweet length. The study identified the
Decision Tree classifier as particularly effective, achieving precision of 98%, recall of 97%,
an F1-score of 97%, and an accuracy of 97%. However, the Stochastic Gradient Boosting
classifier demonstrated superior performance overall, with a precision of 99%, recall of
97%, an F1-score of 98%, and an accuracy of 98.04%. Ref. [123] explored the potential of
deep learning for detecting novel cyber threats—those unseen during model training. The
study also examined the role of bias in identifying these unknown attacks. Traditional
machine learning models, limited by single datasets, often struggle with unforeseen threats,
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exhibiting high accuracy in familiar scenarios but failing to recognize the unfamiliar. To
address this, the research proposed a more adaptable Intrusion Detection System (IDS)
using an ensemble of deep learning classifiers. Trained on multiple benchmark datasets,
this ensemble aimed to detect unknown attacks without prior knowledge of specific threat
patterns. By combining proven classifiers for sequential data, the research sought to create
a robust IDS capable of identifying a wide range of cyber threats. The results demonstrated
the effectiveness of this approach, offering promising performance and advancing practical
IDS solutions. Ref. [124] developed a novel ensemble stacking learning approach to detect
cyberbullying on X. The method integrates multiple deep neural networks (DNNs) and
introduces a modified BERT model, BERT-M. The study employed a preprocessed X dataset
and utilized word2vec embeddings generated by Continuous Bag of Words (CBOW) to
extract features. Convolutional and pooling layers processed these features to capture of-
fensive language patterns. The proposed stacked model and BERT-M achieved exceptional
performance, surpassing existing NLP cyberbullying detectors. With an F1-score of 0.964,
precision of 0.950, and recall of 0.92, the stacked model demonstrated high accuracy in
detecting cyberbullying within 3 min. The ensemble approach yielded a detection accuracy
of 97.4% on the X dataset and 90.97% on a combined X and Facebook dataset, emphasizing
its effectiveness in combating cyberbullying across platforms. Ref. [125] employed an
ensemble approach to accurately classify crime-related tweets. Data were collected using
the Tweepy and Twint libraries and processed with TF-IDF vectorization. The ensemble
combined Logistic Regression, Support Vector Machine, k-Nearest Neighbors, Decision
Tree, and Random Forest classifiers (weighted 1, 2, 1, 1, and 1, respectively) using a soft
weighted Voting classifier. This methodology achieved an impressive 96.2% accuracy on
the test dataset, demonstrating the effectiveness of the ensemble for crime tweet classifica-
tion. Ref. [126] identify and classify spam URLs on X developed multiple models using
a combination of URL content, user profile information, and hybrid features. A large X
dataset was analyzed to create comprehensive feature sets for training various ensemble
learning models. Our models achieved high accuracy, often exceeding 90%, particularly
when using k-Nearest Neighbors within bagging and Random Forest ensembles. Results
indicate that combining user profile, content, and hybrid data significantly enhances spam
detection accuracy. Ref. [127] research delves into real-time public opinion by analyzing
tweets across a wide range of topics, including COVID-19, crime, spam, Flipkart, migraine,
and airlines. The study harnessed the X API to collect a substantial dataset of tweets,
which were then meticulously cleaned and preprocessed using natural language processing
(NLP) techniques. To gauge public sentiment, a comparative analysis was conducted using
both traditional machine learning (ML) algorithms (Naïve Bayes, Decision Trees, Random
Forest, Logistic Regression) and advanced deep learning (DL) models (recurrent neural
networks, Long Short-Term Memory, Gated Recurrent Units). While these models were
evaluated independently, the core contribution of the research lies in a novel ensemble
approach that combines ML and DL models. Ref. [128] focused on automating the detection
of binary labels in aggressive tweets, a novel system has been developed, demonstrating
exceptional performance relative to previous studies conducted on the same dataset. The
study employed a stacking ensemble machine learning approach, integrating four distinct
feature extraction techniques to enhance performance within this framework. By combin-
ing five machine learning algorithms—Decision Trees, Random Forest, Linear Support
Vector Classification, Logistic Regression, and k-Nearest Neighbors—into an ensemble
model, the researchers were able to achieve significantly improved results over traditional
machine learning classifiers. The stacking classifier attained an impressive accuracy rate
of 94.00%, which not only surpassed the performance of conventional models but also
outperformed the results of earlier experiments using the identical dataset. The findings
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highlighted the system’s effectiveness, achieving an accuracy rate of 94.00% in correctly
classifying tweets as either aggressive or non-aggressive. Ref. [129] developed a sophisti-
cated deep learning model tailored for cyberbullying detection in tweets. Leveraging the
label X_parsed_dataset.csv, the model extracted keywords and entities using Maximum
Entropy. A 1D-CNN architecture was then applied to classify tweets as truculent or non-
truculent. The study compared four preprocessing methods (Unigram, Bigram, Trigram,
and N-gram) and achieved impressive results: 96.1% accuracy, 93.6% precision, 73.7%
recall, and an F1-score of 83.8% across different evaluations. Ref. [130] research introduces a
novel cybersecurity approach, IRSO-EDLCS, to bolster cyber attack detection in Industrial
Internet of Things (IIoT) environments. This technique leverages an Improved Reptile
Search Optimization (IRSO) algorithm for feature selection, optimizing feature relevance
for enhanced detection accuracy. An ensemble of Deep Belief Network (DBN), Bidirectional
Gated Recurrent Unit (BiGRU), and Autoencoder (AE) models is then employed to identify
cyber threats. To further refine the model, a Modified Gray Wolf Optimizer (MGWO) is
integrated for hyperparameter tuning, maximizing the ensemble’s performance. Rigorous
simulations on a benchmark database demonstrate IRSO-EDLCS’s superior performance
compared to existing methods, highlighting its potential to significantly advance IIoT
cybersecurity, Table 1 presents the summary of the related work.

Table 1. A summary of related work.

Authors Year Focus Area Techniques/Models Results

[120] 2021 X bot detection
Weight of Evidence encoding,
Extra Trees (feature selection),

Random Forest (blending)

93% AUC; rapid threat
detection with static profile
data but less effective than

behavioral analysis methods

[121] 2022 IoT network attack
detection

Unsupervised ensemble
learning, Deep Belief

Network (DBN)

97.5% detection accuracy,
2.3% false alarm rate

[122] 2022 Hate speech detection
during COVID-19

Decision Tree, Stochastic
Gradient Boosting, TF-IDF,
Bag of Words, tweet length

Stochastic Gradient Boosting:
99% precision, 97% recall,

98% F1-score,
98.04% accuracy

[123] 2022 Cyber threat detection Ensemble of deep
learning classifiers

Effective detection of novel
cyber threats, adaptable

Intrusion Detection
System (IDS)

[124] 2023 Cyberbullying detection
on X

Ensemble stacking, deep
neural networks (DNNs),

BERT-M, word2vec, CBOW

97.4% accuracy on X dataset,
90.97% on combined X
andFacebook dataset,

F1-score: 0.964, precision:
0.950, recall: 0.92

[125] 2023 Crime-related tweet
classification

Logistic Regression, Support
Vector Machine, k-Nearest
Neighbors, Decision Tree,
Random Forest, TF-IDF

96.2% accuracy using soft
weighted Voting classifier

[126] 2024 Spam URL detection on X

k-Nearest Neighbors,
bagging, Random Forest,
URL content, user profile,

hybrid features

High accuracy (>90%) when
using combined feature sets
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Table 1. Cont.

Authors Year Focus Area Techniques/Models Results

[127] 2024 Real-time public
opinion analysis

Naïve Bayes, Decision Trees,
Random Forest, Logistic
Regression, RNN, LSTM,

GRU, ensemble of ML and
DL models

Comparative analysis of ML
and DL models; novel

ensemble approach
combining ML and DL

[128] 2024 Aggressive tweet detection

Stacking ensemble, Decision
Trees, Random Forest, Linear

SVC, Logistic Regression,
k-Nearest Neighbors

94.00% accuracy in
classifying tweets as

aggressive or non-aggressive

[129] 2024 Cyberbullying detection
in tweets

1D-CNN, Maximum Entropy,
Unigram, Bigram, Trigram,

N-gram

96.1% accuracy, 93.6%
precision, 73.7% recall,

83.8% F1-score

[130] 2024 Cyber attack detection in
IIoT environments

IRSO algorithm, Deep Belief
Network (DBN), BiGRU,

Autoencoder (AE), Modified
Gray Wolf Optimizer

(MGWO)

Superior performance in IIoT
cybersecurity, effective
feature selection and

hyperparameter tuning

6. X Security: ML/DL Solutions
In this section, the focus is on identifying key vulnerability characteristics and conduct-

ing a comprehensive literature review of prior research studies that have utilized DL and X
data for detecting cyber attacks. After providing a brief overview of vulnerability detection
and exploitation, we will delve into a detailed examination of these previous studies.

6.1. Detection of Vulnerabilities and Exploits on X

Vulnerabilities and exploits are problematic security weaknesses. Vulnerabilities are
typically found within software systems, while exploits arise because of these vulnerabil-
ities. In other words, exploits are the actual manifestation of the vulnerabilities within
software systems. To better understand these weaknesses, further research is necessary
to identify the root cause of these security issues and develop effective mitigation strate-
gies [131]. To prioritize the protection of systems, this section examines the marginal
variance between various weaknesses concepts. The scope of this investigation is centered
on utilizing X data as a source of information to identify any new vulnerabilities or to assess
the presence of exploits targeting known vulnerabilities. Given that most security breaches
are subject to temporal constraints, it is imperative to have effective mechanisms in place for
detecting such incidents in a timely manner. By doing so, it becomes possible to prioritize
the allocation of resources towards rectifying the vulnerability, thereby saving valuable
time and effort [132]. Researchers utilize common vulnerability and exposure identifier
(CVE-ID) as a feature to predict the likelihood of exploitation for known vulnerabilities.
A novel approach was presented by [133] for the generation of early warnings for real-
world exploits against known vulnerabilities. The prediction is grounded in an analysis
of tweets that mention these vulnerabilities, along with their associated CVE-IDs, in the
context of malicious intent. To achieve this, they utilized X’s Streaming API to monitor
occurrences of the keyword “CVE”. Additionally, they employed the SVM algorithm, a
supervised machine learning technique, to develop a classifier that leverages user and
tweet-related features to identify emerging cyber attacks. The results of this approach
demonstrated superiority over the commonly recommended vulnerability scoring system
(CVSS), with a reduced rate of false positives. Furthermore, the method was capable of
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detecting exploits with a median lead time of two days ahead of existing datasets. Ref. [134]
proposed a method of utilizing social media analysis for software vulnerability monitoring
in the HANA (SMASH) architecture. The SMASH process involves conducting a search for
security and vulnerability terminologies as well as software components from sources such
as X and the National Vulnerability Database (NVD) and storing the information in a local
database. Subsequently, tweets are grouped together through the utilization of a modified
K-mean clustering algorithm, which takes into account the context of each tweet. The NVD
serves as a reference point to differentiate between old and new information regarding
vulnerabilities. Currently, this process is conducted manually. The results of this research
showed that 100% of the NVD weaknesses were mentioned on X, with 41% of Common
Vulnerabilities and Exposures (CVEs) being published on X prior to the official NVD release,
with an average of 20 days in advance. Additionally, approximately 75% of Linux–Kernel
zero-day vulnerabilities were disclosed on X before the official disclosure, with an average
lead time of 19 days. Ref. [135] proposed a novel crowd-sourced vulnerability detection
system that utilizes X as the main source of real-time information. The system employs
the use of security-specific keywords to identify tweets that pertain to potential security
incidents or anomalies in online services or accounts. Subsequently, the proposed model
compares these tweets with the vulnerability descriptions present in the Common Vulner-
abilities and Exposures database (CVE-DB) to determine whether the detected behavior
constitutes a new vulnerability or a zero-day exploitation of a previously known vulnerabil-
ity. Ref. [136] utilized a corpus of tweets posted by security experts to construct a Support
Vector Machine (SVM) classifier with the objective of segregating tweets that contained
security alerts and software patch/fix information from general security discussions. The
classifier was developed utilizing three sets of word frequency features: unigram, bigram,
and a combination of both. The study found that the proposed model had an accuracy rate
of 94% when classifying tweets over a one-year time period [137]. However, the authors
noted that the methodology, which is based solely on word appearance in tweets, can
result in misclassification of tweets as false positive. This occurs when security-related
words appear in both security-related and non-security-related tweet phrases, leading
to the misclassification of general discussions as useful alerts, and vice versa. Ref. [137]
introduced a cascaded convolutional neural network (CNN) framework for identifying and
categorizing cyber attack-related events on X. This approach involves two CNN models: a
binary classifier to distinguish cyber-related from irrelevant tweets, followed by a multi-
class classifier to assign specific threat labels (DDoS, zero-day vulnerabilities, ransomware,
data leaks, or marketing/general) to the identified cyber tweets. The model was trained
on a dataset of approximately 21,000 annotated tweets. The model achieved an average
F1-score of 0.82 in classifying cyber threats. Ref. [138] developed a Random Forest model to
automatically classify cyber threats using X data, achieving an accuracy of 80%. Ref. [139],
the authors addressed the discrepancy between the CVE-DB and the findings of [134]
by developing a method for identifying security-related tweets that contain information
about vulnerabilities, even if the specific vulnerability ID is not mentioned. To do this,
they propose a model that leverages the CVE-DB to learn the features of vulnerabilities
through the use of a centroid classifier. The model is trained using descriptions of vulner-
abilities as positive samples. The pipeline begins by collecting tweets from specialized
security accounts and extracting TF-IDF features for each tweet. The tweets are then passed
through the trained model and classified as normal or not based on their distance from the
centroid and a specified threshold value. The performance of the model was evaluated
using a manually labeled dataset, yielding an F1-score of 64%, surpassing the results of
SVM, MLP, and CNN baseline models. Ref. [140] developed machine learning models to
categorize cybersecurity-related X accounts. They collected cybersecurity-related tweets
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using X’s Sampling API and manually labeled them. A baseline model was trained to iden-
tify general cybersecurity accounts, followed by sub-models for classifying accounts into
individuals, hackers, or academia. Four machine learning models (Decision Tree, Random
Forest, Support Vector Machine, and Logistic Regression) were compared using various
account features. Random Forest achieved the highest performance, with 93% accuracy
for the baseline model and 88–91% accuracy for the sub-models. Ref. [141] introduced
Darkintellect, a machine learning-based approach for identifying cyber attacks through X
data, The researchers collected approximately 21,000 cyber attack-related tweets using the
Tweepy3 Python library. To prepare the data for analysis, they employed NLP techniques
to preprocess the tweets by removing irrelevant information and special characters. Feature
extraction was performed using TF-IDF to represent the text data numerically. Five machine
learning algorithms—SVM, RF, DT, XGBoost, and AdaBoost—were evaluated for their
ability to classify tweets as cyber attacks or not. The results demonstrated that Decision
Trees (DT) outperformed the other methods, achieving a classification accuracy of 87.54%.
The authors of [142] developed a hybrid NLP and CNN model to identify and categorize
four cyber attack types (malware, phishing, spam, and bot attacks) within social network
messages. This method uniquely focuses on textual analysis, making it adaptable across
different platforms. Evaluated on real-world data, the model underwent a two-phase
process. First, it detected the presence of any cyber attack, followed by classification into a
specific category. The model achieved an overall accuracy of 82%. The efficiency of utilizing
information disclosed on X to detect zero-day vulnerabilities and exploits has been estab-
lished through several studies. However, it is noted that these solutions have limitations
in terms of vulnerabilities, where a more comprehensive approach to detecting security
content is necessary. This is since the retrieved tweets may not include specific vulnerability
numbers, unlike the advanced counting-based secret-sharing security technique.

6.2. Detection of Security Content

X is a popular social media platform used by millions of users worldwide to share
information. However, there is a concern about the spread of false information or propa-
ganda by malicious actors with security implications. To address this, researchers have
proposed various methods for detecting security-related content on X, including natural
language processing, ML algorithms, and human expert judgment. These proposals aim to
provide a means for detecting malicious content and ensuring the security and reliability
of information disseminated on X. In this section, we will examine a body of literature that
has put forth proposals aimed at detecting security-related content that is disseminated
on X. In their study [143]. Introduced a novel framework for detecting localized events by
analyzing the presence of bursty keywords and the spatial distribution of documents. The
authors emphasized the importance of incorporating both temporal and spatial aspects
in event detection. The framework they presented is based on the assumption that the
occurrence of bursty keywords and their spatial distribution can provide useful clues in
identifying localized events. This framework is designed to identify localized events in real
time and can provide valuable information to decision makers in various domains. The
authors’ innovative approach to event detection has the potential to revolutionize the way
we analyze and understand events, providing a more comprehensive and accurate picture
of what is happening on the ground. The Cyber X framework by [144] is a profile-based
system that utilizes X’s API to retrieve tweets that pertain to security-related topics and
system profiles. The Security Vulnerability Concept Extractor (SVCE) is then employed to
extract terms that are related to security vulnerabilities, with only tweets that contain two
or more terms being retained for further analysis. These terms are tagged with technical
descriptors, such as means of attack, consequences, affected software and hardware, and
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version numbers. The output from the SVCE is mapped to real-world concepts using DBpe-
dia and YAGO ontologies, as well as the Unified Cybersecurity Ontology (UCO) to provide
context-specific knowledge. The resulting data are stored as triples in a local Cybersecurity
Knowledge Base (KB) and a set of Semantic Web Rule Language (SWRL) rules are added
to the system to reason over the KB and generate alerts based on potential threats and
vulnerabilities. As shown in Figure 4, the rules interpret the relationships between elements
in the KB and update the system’s state when new tweets arrive, triggering alerts when
threats are detected.
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These alerts are reviewed by cybersecurity experts and used to inform their security
policies as necessary. In a ten-day experimental evaluation, it was found that 13 out of
15 alerts were considered useful by assessors. However, the framework is limited in its
ability to detect the context of tweets, which is crucial in differentiating tweets that discuss
emerging attacks from those that discuss security-related topics in general. In the study
by [146], a real-time text-mining approach was utilized to detect unfamiliar security terms
from tweets posted by a predetermined set of 69 security experts. The process involved
retrieving tweets every 60 min, filtering unique words and excluding words that appeared
in dictionaries of English, stop-words, technical terms, and Italian terms. The remaining
words were considered new security threats if they were mentioned in the same tweet with
terms contained in a threat dictionary. The generated information included the new term,
its volume of mentions in the past 60 min, the contents of the posts, and related words.
The entire process from retrieving tweets to generating warnings took approximately 0.6 s,
resulting in an accuracy rate of 84%. One notable example was the detection of the Mirai
term 49 days prior to the actual attack in October 2016. However, the solution is limited
in its ability to detect new attack terms, as it relies on the knowledge of the experts who
may not be aware of evolving security threats until they become public, or the attack
does not have an unfamiliar name prior to occurrence. Figure 5 in the study provides a
visual representation of the proposed algorithm. Ref. [147] introduced a real-time security
event detection system that utilizes a taxonomy of cybersecurity events and corresponding
seed keywords to identify security-related tweets. Over a nine-month period, the system
collected 47.8 million tweets utilizing seed keywords ranging from unigrams to 6-g. To
further refine the results, a blacklist of phrases was added to reduce false positives. SONAR
groups similar tweets into clusters using cosine similarity and locates the geographic area of
high discussion through the use of Google Map Geocoding API. Additionally, it includes a
keyword finder that continuously updates the keyword list to remain relevant. The system
utilizes GloVe embedding to find semantically related words, allowing for scalability while
still relying on the analyst’s final decision. The efficiency of SONAR was evaluated with
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positive results, showing that approximately 25% of the detected security events were
relevant. The architecture of SONAR is presented in Figure 6.
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The SYNAPSE system [148] is a real-time security event detection tool for IT infras-
tructure. SYNAPSE utilizes a dataset of over 195,000 tweets, retrieved from two sets of
X accounts publishing security-related tweets, designated as S1 and S2. The tweets from
the S1 accounts form the training set, while the validation and testing sets are comprised
of tweets from both S1 and S2 X accounts, allowing for the possibility of adding more
accounts in the future. The tweets are filtered based on security keywords representing
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three different infrastructures and are then processed using TF-IDF features, a supervised
ML approach using MLP and SVM algorithms, and a dynamic stream clustering method-
ology to group similar tweets into events. The final output of the model is presented in
the form of an indicator of compromise (IoC) for manual inspection or integration with
threat intelligence tools. The evaluation results showed that SVM achieved a better balance
between true positive and true negative classification rates, approximately 90%, and the IoC
was evaluated for relevance and modernity, demonstrating the efficiency of the end-to-end
model. Figure 7 illustrates the main steps of the SYNAPSE system.
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In the study conducted by titled DataFreq, the authors present a novel approach for
tracking the sentiment score of a particular company in relation to the probability of a
potential security breach as shown in Figure 8. To gather relevant information, 70,475 tweets
from a set of security expert accounts were collected and filtered based on a security
keyword list. A novel ML model was developed using the Logistic Regression algorithm
with n-gram feature extraction technique to classify the sentiment of the tweets. The authors
also aimed to update the keyword list regularly to ensure that the system can adapt to
new security-related terms. Through their experiments, the model successfully identified
three new words that indicated potential security breaches. The model’s performance
was evaluated over a four-week period, during which an increase in phishing attacks
was observed during the third week (a holiday). The results indicate the effectiveness
of the proposed method, with an 85% precision, 84% recall, and F1-score, reflecting the
real-world scenario of an increased number of phishing attacks during holidays. The
results are presented to the end user in an easily interpretable format in real time, allowing
security analysts to easily monitor the average sentiment score of the company and the
most frequently mentioned security issues. Ref. [149] combined the moving threshold
average algorithm with the Gaussian tweet sentiment signal detection algorithm and the
top hashtag. Analysis algorithm to develop a new sentiment analysis model for X data.
The proposed model was able to effectively identify the sentiment of tweets, and the
hashtags associated with them. The results showed that the proposed model outperformed
traditional sentiment analysis algorithms in terms of accuracy and efficiency. The study also
showed that the combination of the moving threshold average algorithm and the Gaussian
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tweet sentiment signal detection algorithm improved the accuracy of sentiment analysis by
detecting the sentiment signal more effectively. The top hashtag analysis algorithm helped
to identify the hashtags associated with the sentiment and provide a more comprehensive
analysis of the sentiment expressed in the tweets. This study highlights the importance
of combining multiple algorithms to improve the accuracy of sentiment analysis in social
media data.
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Ref. [151] presented a X-based framework for detecting traffic incidents as a supple-
mentary method for monitoring traffic conditions. This framework involved the collection
of a large volume of tweets using X API endpoints, which were then labeled through a
systematic and efficient process that incorporated shortcuts for speed without sacrificing
data quality. The labeled data were used to develop a DL model for detecting traffic-related
events from X streams. The tweets were transformed into numerical feature matrixes using
word-embedding models, and CNN and RNN architectures were utilized to distinguish
traffic-related tweets. The results of the experiments showed that the proposed model
outperformed existing models in the field. However, to fully implement the framework, a
geocoder must be developed to identify the location of traffic events and disseminate the
relevant information to users in real-time. This system can provide benefits to travelers
by helping them choose the most efficient routes, as well as assisting traffic management
agencies in restoring smooth traffic flow by detecting unexpected changes in traffic flow
characteristics. The study by [118] investigates the real-time detection of security infor-
mation relevant to IT infrastructure, as shown in Figure 9. In this work, tweets from two
sets of security-related accounts are collected and processed in three-time intervals. The
tweets are filtered based on keywords and transformed into numerical representations
using word2vec word embedding. These embedded tweets are then input into three par-
allel CNN layers for classification. The output of this model is a binary classification of
each tweet as security-related or not, followed by Named Entity Recognition (NER) to
extract key entities such as company, asset, vulnerability, or IDs using a bidirectional Long
Short-Term Memory Network (BiLSTM). The extracted entities are then utilized to generate
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Indicator of Compromise (IoC) alerts. The classification performance was evaluated and
achieved a true positive rate (TPR) of 94% and a true negative rate (TNR) of 91%, while the
NER achieved a F1-score of 92% in specifying the correct labels. A comparison between
the discovered IoCs and traditional security databases such as the National Vulnerability
Database (NVD) revealed that the model was able to detect vulnerability information 1 to
149 days ahead of NVD.
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Ref. [14] proposed a multitask learning approach based on the iterated dilated convo-
lutional neural network (IDCNN) and Bidirectional Long Short-Term Memory (BiLSTM)
natural language processing technology. The ML algorithm was presented to set up a highly
accurate network model. Ref. [152] used locality-sensitive hashing to roughly find related
items and incremental clustering to implement a realistic, real-time event detection algo-
rithm. Researchers are trying to define the features of tweets and use suitable algorithms to
solve the problems they are researching. Ref. [153] show a framework for classifying OSINT
data into cybersecurity-related to be introduced and analyzed, and the accuracy of those
data was subsequently improved using an unsupervised method. Ref. [154] conducted
a study where they utilized supervised classification methods to identify spammers on
X. Data were gathered from Tweepy API and consisted of 2798 accounts in the training
group and 578 accounts in the testing group. Eighteen features were extracted from user
profiles. Extreme Machine Learning (EML) showed the highest accuracy at 87.5%. Ref. [155]
utilized ML to identify fraudulent X accounts. They employed several ML algorithms,
including SVM, LR, RF, and KNN, and considered six account metadata features: likes,
language code, sex code, status count, friends count, followers count, and favorites count.
To enhance the accuracy of these algorithms, they applied two different normalization
techniques: Z-score and Min–Max. Through their method, they achieved impressive accu-
racy levels of 98% for both the RF and KNN models. Ref. [156] suggested three effective
techniques for identifying fraudulent accounts in their study. The classification algorithms
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employed included Linear and Radial SVM, RF, and KNN. The dataset utilized contained
3964 entries. RF yielded more reliable predictions by resolving the overfitting issue. The
RF’s K-Fold Cross-Validation Scores showed a mean of 0.979812 and a standard devia-
tion of 0.019682. By contrast, Radial SVM was unsuccessful and resulted in more false
negatives. Nonetheless, using the Ensemble approach resulted in better accuracy. The
study conducted by [157] aimed to distinguish live tweets as spam or ham and conduct a
sentiment analysis on both live and stored tweets, categorizing them as positive, negative,
or neutral. The methodology involved utilizing two datasets from Kaggle and extracting
sentiment features using vectorizers like TF-IDF and BoW models. The extracted features
were then input into various ML and DL classifiers. The best performing classifiers were
LSTM in both spam detection with a 98.74% accuracy rate and sentiment analysis with a
73.81% accuracy rate. In a recent study by [158], a method for identifying X cyber threats
was introduced. Their dataset consisted of 15.6 million tweets, with 3.2 million accounts
sent during the US Elections, and they used the XGBoost algorithm to select 229 features
from approximately 337 user-extracted features. The researchers trained and validated
three ML models, including SVM, RF, and XGBoost, and found that XGBoost had the best
performance. Their findings suggest that XGBoost is better at generalizing to new data than
the other models. The study reported only a small decrease in performance, with a 2% de-
crease in F1-score from 0.916 to 0.896 and a 0.03% decrease in ROC-AUC from 0.98 to 0.977.
Ref. [159] Identified OSN threats and recommended a double-factor authentication method
using digital face-processing after entering the password using Matlab. They achieved a
95% accuracy rate by applying DL classification to a real dataset from the live webcam
to train the model. They also mentioned the problem of fake accounts and its significant
impact on executing spam campaigns and spreading malware and phishing attacks. The
authors conducted a study on detecting fake and legitimate profiles on OSN, using two
datasets from Facebook and Instagram. They applied ML algorithms such as Naive Bayes,
Logistic Regression, Support Vector Machines, k-Nearest Neighbor, Boosted Tree, neural
networks, SVM Kernel, and Logistic Regression Kernel, and found that SVM achieved the
highest classification accuracy for the Fake Profiles detection datasets with 97.1%. Table 2
summarizes the comparisons of previous studies on the detection of cybersecurity threats
in X. All previous studies indicate the focus on the usage of effective classifiers to improve
detection accuracy.

Table 2. Comparison of previous studies on the detection of cybersecurity threats on X.

Study Focus Methodology Datasets

[160]

- Events from X that requires only
minimal supervision

- DoS attacks, data breaches, and
account hijacking

Weakly supervised learning Tweets containing “DDoS”

[147]

An automatic, self-learned
framework that can detect,
geolocate, and categorize

cybersecurity events in near-real
time over the X stream

First story detection Streaming tweets

[161]

Machine learning techniques by
considering user behavior,

content of tweets, social
relationships, etc., to detect

different types of cyberthreats

SocialKB - Tweets containing “URLs”
- Streaming tweets
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Table 2. Cont.

Study Focus Methodology Datasets

[137] Cybersecurity events Deep learning model;
cascaded CNN architecture

Labelled 21,000 tweets
collected using Tweepy

[162]

A novel application of NLP
models to detect denial of service
attacks using only social media as

evidence

Basic neural network Tweets written on attack day

[163]
Treat the event detection problem

in a multimodal X hashtag
network

Expectation-maximization
(EM) algorithm Tweets containing hashtag

[118]
A novel tool that uses deep neural
networks to process cybersecurity

information received from X
SVM, MLP, CNN, BiLSTM Tweets filtered by keywords

[164]

Analyze the severity of
cybersecurity threats based on the
language that is used to describe

them online

Supervised ML models Tweets containing “DDoS”
and “vulnerability”

[165] Cybersecurity-related data Three supervised ML models;
SVM, MNB, and RF

Real-time cyber attack
Data from HuffPost News Site

[138] Cybersecurity threats relevant
data RF Filtered tweets collected using

X’s streaming API

[139] Collection method of Cyber threat
tweets

Centroid, One-class SVM,
CNN, LSTM Streaming Tweets

[16]

A multitask learning approach
combining two Natural Language
Processing tasks for cyberthreat

intelligence

Multitask Learning (MTL) Streaming Tweets

[113]

A novel word embedding model,
called contrastive word

embedding, that enables to
maximize the difference between

base embedding models

CNN, RNN and LSTM Curated data, OSINT data,
and background knowledge

[14]

- Detection of cyber threat events
on tweets.

- Named Entity Recognition
(NER) for tweets

Multitask learning
NLP, IDCNN, BiLSTM Streaming Tweets

[140] Cybersecurity-related discussions

Four supervised machine
learning models; Decision

Tree, Random Forests, SVM,
and Logistic Regression

Labelled tweets collected
using the X

Sampling API

[141] Cybersecurity threats relevant
data

Five ML models: SVM,
Random Forest, Decision Tree,

XGBoost and AdaBoost

Labelled 21,000 tweets were
collected using a python

package Tweepy

[142] Cybersecurity-related data Deep learning model; CNN
architecture Social network messages

7. Analysis of X Cyber Threat Solutions
Performance metrics such as the confusion matrix, accuracy, recall, precision, F1-

score, and PR curve are utilized to evaluate the effectiveness of various deep learning (DL)
algorithms. The confusion matrix serves as a tool to represent different metrics, balancing
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selectivity and specificity, with the goal of minimizing the time spent on Type I and Type II
errors. The output of machine learning (ML) and DL algorithms is assessed through the
confusion matrix, which helps assign input data to distinct labels. Widely regarded for its
simplicity and effectiveness, the confusion matrix compares expected and observed values,
using four key elements: true positives (TP), true negatives (TN), false positives (FP), and
false negatives (FN).

In this context, a true positive (TP) occurs when both observed and expected values
are positive, such as in the detection of cyber threats. A true negative (TN) occurs when
both observed and predicted values are negative, indicating the absence of cyber threats. A
false positive (FP) occurs when the observed value is negative, but the expected value is
positive. Conversely, a false negative (FN) is when the observed value is positive, but the
predicted value is negative.

Accuracy, which is the inverse of the error rate, is a commonly used performance
metric in classification tasks. However, it may not be ideal for imbalanced datasets. Recall,
on the other hand, measures the ability of a classifier to correctly identify true instances
of a cyber threat. Recall is defined as the proportion of actual positives that the model
successfully identifies and is positively correlated with the number of correct predictions
from the minority class. Precision, meanwhile, measures the effectiveness of the classifier
in predicting positive outcomes when it expects a positive result.

The F1-score combines both precision and recall into a single metric, representing their
harmonic meaning. This metric is particularly useful for evaluating the performance of
models on minority classes and is widely used in information retrieval systems.

The Area Under the Receiver Operating Characteristic Curve (AUC-ROC) is another
important metric, especially in cases of unbalanced data. The AUC-ROC allows for the
assessment of model performance by considering the trade-off between true positive rates
and false positive rates. The F1-score can also be employed to evaluate the training examples
by integrating both precision and recall. Additionally, a curve illustrating the relationship
between recall and false positive rate can be plotted, with better model performance
correlating with a higher AUC value. Further details on calculating and interpreting PR
curves are provided by [166]. In this study, precision, recall, and F1-score were used to
assess classifier performance, with the specific formulas shown in Table 3.

Table 3. Performance measures.

Metrics Description Equation Range

Accuracy (A) Assess the number of TPs A = TN+TP
TN+FN+TP+FP [0–1]

Recall The ratio of TP to a TP and FN R = TP
TP+FN [0–1]

Precision The ratio of TP to a TP and FP P = TP
TP+FP [0–1]

F1-Score Combines precision and recall FI = 2 P−R
P+R [0–1]

AUC The area between two points bounded by the function and the x-axis AUC =
∫ b

a f(x)dx [0–1]

In this section, a detailed comparison is presented for the studies previously introduced
in the section on security content detection: SYNAPSE, DeepNN, DataFreq, CyberX [144],
text mining, and SONAR [147]. The reason why a detailed comparison is presented for six
studies previously introduced is to provide a comprehensive analysis of the similarities and
differences between the studies. This comparison may help to identify patterns, trends, and
gaps in the existing research, as well as to determine which approaches or methodologies
have been most effective in addressing the research questions. Presenting a detailed
comparison of the six studies is a valuable approach to gaining a deeper understanding
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of the existing research and informing future research directions. These studies were
chosen to meet the objectives of analyzing security content on X without relying on specific
vulnerabilities. Various prediction factors were compared, and their measurements were
combined to provide an overall assessment and recommendation for real-time usage. The
study also provides insight for future research aimed at improving models to increase the
probability of cybersecurity success. The prediction factors assessed included scope of
detecting the investigation of semantic characteristics, the complexity of the algorithm,
degree of information condensation, scalability, and effectiveness. The results for each
factor were summarized for all methods, revealing interesting comparison figures. The
evaluation of the factors was further analyzed to provide the pros and cons of each model
for further investigation and combination.

7.1. The Complexity of the Algorithm

One perspective for comparison involves the use of classification algorithms. The most
basic technique involves filtering tweets based on specific keywords. The text mining study
by [146] filters tweets using technical, security, and English dictionaries to extract unfamiliar
terms. In CyberX [144], a Semantic Web Rule Language (SWRL) is utilized to issue alerts
related to the user profile. SONAR [147] uses cosine similarity as a clustering task for
attack detection. More advanced techniques are used in other works, which generally fall
under the umbrella of ML. Traditional ML, neural networks (NN), and DL are all subsets
of artificial intelligence (AI), as seen in Figure 10. They aim to train machines to behave
like humans but differ in their learning models. For example, DataFreq [150] uses Logistic
Regression (LR) for supervised ML to classify tweet sentiment as positive or negative.
DeepNN [118] uses DL with CNN to classify tweets as relevant to security or not, with
deeper learning as the number of layers increases.
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SYNAPSE utilizes Support Vector Machine (SVM) to predict tweet classification. While
DL algorithms are highly sophisticated, they have the drawback of needing larger amounts
of data to train the model and achieve desired outcomes. Table 4 organizes the studies
according to the ascending complexity or accuracy of the algorithm used.
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Table 4. Comparison of the intricacy of the algorithms.

Prediction Methods Algorithm

DeepNN [118] CNN

SYNAPSE [148] SVM

DataFreq [150] LR

SONAR [147] Cosine similarity

CyberX [144] SWRL

Text mining [146] Filtering

7.2. Degree of Information Summarization

Due to the time-sensitive nature of cyber attacks, real-time detection is an essential
feature. Our research aims to achieve this goal with varying degrees of information
presented to the analyst. Providing a summary of detected events/attacks saves time
and effort for the analyst, as the increased amount of information presented can prolong
the analysis and necessary action. Summarization can be performed through various
techniques, one of which is the clustering of security-related tweets. On one the one hand,
the detection of an attack is made more dependable, and it stops people from starting an
attack event. Nonetheless, this volume of data may not be fitting for security areas like
SONAR [147]. Moreover, alerts may be used to restrict data. For instance, CyberX [144]
sends an alert and presents all relevant tweets based on the user’s profile. Named Entity
Recognition (NER) is used in DeepNN [118] for each tweet by means of NN, which enhances
the quality of data extraction, even though the number of tweets is still high. In DataFreq,
the average sentiment of each company is displayed through a user-friendly interface.
Clustering may be trailed by exemplar extraction, leading to a tweet representing each
cluster, such as SYNAPSE’s work [148]. Text mining [146] showcases the discovered attack
term, frequency, and context as the final outcome. Table 5 outlines the comparison of
the studies in terms of the amount of information presented to the user. The typical
process involves clustering comparable tweets, extracting an exemplar for each cluster, and
implementing the NER phase to extract entities from the tweet. By doing this, security
analysts will have the most critical and useful data to comprehend the security hazard.

Table 5. Comparison of degree of information summarization.

Prediction Methods Summarization

Text mining [146] Summarized alert

SYNAPSE [148] Clustering, exemplar

DataFreq [150] Sentiment score for each company

DeepNN [118] Classification, NER

CyberX [144] Detailed alert

SONAR [147] Clustering

7.3. Scalability and Effectiveness

This section examines and compares security research schemes that are based on
essential time properties, as demonstrated in Table 6. The research focuses on the rapidly
evolving nature of security terminologies and specific attack types. To avoid the problem
of manually collecting keywords, which can lead to forgetting certain words, researchers
suggest searching for new words to update the list of security keywords used in X searches.
For example, the SONAR [147] system automatically discovers new related words and
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allows users to evaluate them manually. If the new words are relevant, they can be added
to the list for future use. The GloVe word embedding technique is used to extract semantic
relationships between words, which helps the model keep up with changes in the field.
However, the system still relies on human decision making, which can lead to mistakes. The
researchers caution that the automatic addition of newly discovered words could increase
the model’s false positive rate. The study DataFreq [150] utilized TF and TF-IDF analysis to
identify relevant keywords in retrieved tweets. While both methods focused on updating
the keyword list, TF-IDF relied solely on word frequency and did not extract semantic
features. The evaluation of X accounts used to retrieve the tweets was not fully assessed,
hence a percentage was not assigned. Other studies [144,146], did not consider this aspect
and followed previous research. It is assumed that users manually added new keywords to
the list and received a 50% rating for doing so. This factor examines the metrics used to
assess each study. In the security field, detecting all attacks is crucial, and detecting false
positives is more acceptable than missing important alerts. The security attack detection
model is a high recall model, as it measures the true positive rate (TPR) or the number
of attacks detected by the model compared to the total actual attacks. Studies using ML
algorithms can be compared using the same metric, with and achieving a TPR higher than
90, considered a reasonable degree of recall. DataFreq achieved a recall of about 84% and
a precision of 85%, consistent with previous works. Studies not using ML such as, [144],
and evaluated accuracy by the quality of generated alerts, similar to precision, where the
number of true detected attacks is divided by the total alerts generated. Cyber-X Mittal,
Das, Mulwad, Joshi and Finin [144] had the highest precision at 86%, even with the label
“maybe” considered negative. Text mining [146] calculated an average evaluation by five
annotators, with 84% correct detected terms. SONAR [147] had only 23 relevant detected
events out of 100 in the evaluation period. The studies are arranged from best to worst
performance in Table 7.

Table 6. Comparison of scalability.

Prediction Methods Scalability

SONAR [147] Updated keywords

DataFreq [150] Updated keywords

SYNAPSE [148] Fixed keywords and accounts

DeepNN [118] Fixed keywords and accounts

Text mining [146] Fixed accounts and dictionaries

CyberX [144] Fixed user profile

Table 7. Evaluation of the effectiveness of models.

Prediction Methods Recall (TPR)/Precision

DeepNN [118] Recall 94%

SYNAPSE [148] Recall 90%

DataFreq [150] Recall 84%

CyberX [144] Precision 86%

Text mining [146] Precision 84%

SONAR [147] Precision 23%
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7.4. Semantic Characteristics

Within this aspect, Table 8 compares different studies based on the type of feature used
for classification, specifically whether semantic features or keyword, count, or frequency
features were utilized. The focus was on the accuracy of the technique, with emphasis
on the positive effects of including semantic features as they extract both the content and
meaning of the tweet. Some studies, such as text mining [146], did not use semantic
features, instead utilizing dictionaries to filter unfamiliar terms. Others, such as [144,147],
used keyword-based X searches to identify security-related tweets. DataFreq used n-gram
to extract sentiment while SYNAPSE used TF-IDF to transform tweets into numerical
values. However, simple textual and frequency-based feature extraction solutions may not
accurately represent subtle semantic differences between real and false events mentioned. In
contrast, the word2vec technique used by DeepNN transforms each tweet into vectors and
can effectively detect similarities between words. Based on this, studies were arranged from
the most semantic based to the least and given a percentage score. Even the best technique
was given a 90% score as it could be replaced by char-based feature extraction techniques.

Table 8. Comparison of semantic characteristics.

Prediction Methods Utilized Characteristics

DeepNN [118] Word2vec

SYNAPSE [148] TF-IDF

DataFreq [150] N-gram

SONAR [147] Keyword based

CyberX [144] Keyword based

Text mining [146] Simple filtering

7.5. The Scope of Detecting a Threat

A security discussion is any tweet containing a security-related keyword, while a
security attack tweet must mention an imminent or ongoing attack. Finally, an IT infras-
tructure security attack tweet must contain a security keyword and mention an attack on
a specific IT infrastructure. By limiting our scope to IT infrastructure attacks, we expect
to improve the accuracy of our detection. This approach has been supported by previous
studies such as SONAR, which found that detection based solely on keyword presence
led to a 25% relevant detection rate. To further refine our results, we will exclude general
discussions and tweets that mention security keywords but do not relate to an attack. Other
studies [144], and have taken a similar approach, but focused on specific IT infrastructures.
Our detection rate will begin at 50% for security events, increase to 75% for any security
attack, and reach 100% for attacks on specific IT infrastructures, as shown in Table 9.

Table 9. Comparison of the scope of detection.

Prediction Methods Detection Range

SYNAPSE [148] IT security attack

DeepNN [118] IT security attack

DataFreq [150] IT security attack

CyberX [144] IT security attack

Text mining [146] Security attack

SONAR [147] Security events
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8. Discussion and Potential Opportunities
This discussion offers an in-depth comparison of six studies previously mentioned

in the section focused on security content detection: SYNAPSE, DeepNN, DataFreq, Cy-
berX [144], text mining, and SONAR. The SONAR model leverages cosine similarity for
its predictions. Despite the common use of cosine similarity in text and vector space anal-
ysis, the model exhibits a relatively low precision of 23%. This suggests that while the
model can identify true positives, it also generates a significant number of false positives.
Consequently, SONAR might be better suited for applications where the primary goal is
recall rather than precision, or where further filtering steps can be applied to reduce false
positives. The text-mining [146] approach uses filtering techniques to achieve a precision
of 84%. This high precision indicates that the model effectively minimizes false positives.
Filtering techniques often involve rules or patterns to exclude irrelevant or erroneous data,
making this model suitable for applications requiring high accuracy in positive predictions,
such as specific keyword extraction or targeted information retrieval. The CyberX [144]
model utilizes SWRL to achieve a precision of 86%. SWRL is a powerful tool for represent-
ing and reasoning with rules on the Semantic Web. The high precision rate indicates the
model’s effectiveness in applying semantic rules to filter and identify relevant information
accurately. This makes CyberX particularly useful for scenarios requiring precise data
extraction from large datasets, such as monitoring cyber threats or sentiment analysis.
DataFreq [150] employs Logistic Regression to achieve a recall of 84%. Logistic regression
is a statistical method commonly used for binary classification problems. A recall of 84%
suggests that the model effectively identifies a large proportion of true positives. This
makes it useful in applications where missing true positives is costly, such as in fraud
detection or medical diagnosis. SYNAPSE [148] utilizes an SVM to achieve a recall of 90%.
SVMs are known for their robustness in high-dimensional spaces and their effectiveness
in classification tasks. A recall of 90% indicates the model’s proficiency in capturing true
positives, making it ideal for critical applications where it is essential to identify as many
relevant instances as possible, such as in image recognition or bioinformatics.

In summary, the SONAR [147] model achieved a precision of 23% using the cosine
similarity algorithm. This low precision suggests that SONAR’s effectiveness in identi-
fying relevant instances was relatively limited compared to other models. In contrast,
text-mining [146] model demonstrated a significantly higher precision of 84% through
filtering techniques. This indicates a more refined ability to accurately classify relevant data.
CyberX [144] achieved an impressive precision of 86% utilizing SWRL. This performance
highlights its robust capability in precise classification. DataFreq [150]: Focusing on recall,
DataFreq attained a recall rate of 84% with Logistic Regression (LR). While its precision
was not measured, the recall rate suggests a strong ability to identify relevant instances.
SYNAPSE Alves et al. (2021) achieved a higher recall of 90% using Support Vector Ma-
chines (SVM). This indicates a superior capacity to retrieve relevant instances compared
to DataFreq. DeepNN model reached an even higher recall of 94% through convolutional
neural networks (CNN). This suggests an excellent performance in identifying relevant data
points, Figure 11 presents the model’s performance. By examining the total and average
values of all factors combined and considering how the requirements and factors balance
out based on their sum or average, we can see that DeepNN outperforms other techniques
in both total and average figure of merit. While there are multiple techniques for char-based
feature extraction available, we suggest taking a more semantic-based approach for this
step. Additionally, the authors utilized a traditional SVM algorithm for classification. We
propose using a DL algorithm with a deeper understanding of the data as an improvement,
which we believe will enhance performance.
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SYNAPSE Alves et al. (2021) achieved a higher recall of 90% using Support Vector Ma-
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neural networks (CNN). This suggests an excellent performance in identifying relevant 
data points, Figure 11 presents the model’s performance. By examining the total and av-
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balance out based on their sum or average, we can see that DeepNN outperforms other 
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9. Results and Analysis
According to the findings of this research study, there are several potential opportu-

nities for enhancing and improving the current state of threat detection and prediction
systems. One of the opportunities is to explore DL algorithms, which can potentially
provide better performance than traditional ML algorithms like SVM and LR. Another op-
portunity is to adopt a semantic-based approach for feature extraction, which may enhance
the accuracy and performance of the system. The integration of sentiment extraction for se-
curity breach identification is also recommended. The study suggests substituting LR with
NN for sentiment extraction, which can potentially improve the accuracy and effectiveness
of threat detection systems. Additionally, organizations can explore implementing DeepNN
by [118] for system implementation and enhancement, as it has high ratings across most
criteria. Further improvements can be made by substituting LR with NN for sentiment
extraction and incorporating security breach identification. The study also recommends ex-
ploring different techniques and algorithms for feature extraction, such as a semantic-based
approach, and using DL algorithms for classification. By combining the best performing
techniques across all factors, there is an opportunity to develop a comprehensive threat
detection system that can effectively detect and alert potential security breaches.

Overall, these potential opportunities can lead to the development of more accurate, ef-
ficient, and effective threat detection and prediction systems, which can help organizations
to better protect their assets and systems from cyber threats.

10. Conclusions
Due to the increasing number of security attacks in recent years, monitoring and

detecting attacks have become crucial for any organization. Different studies have applied
various techniques to detect cybersecurity threats in X, including ML, natural language
processing, and social network analysis. They have also varied in their data collection,
classification approach, and evaluation metrics, which affects the accuracy of their analysis.
More research is needed to develop accurate and effective detection techniques, and appro-
priate evaluation metrics are crucial to measure their performance. This study aimed to
analyze and compare various attempts at utilizing X streaming data in real time to extract
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knowledge about current and upcoming security attacks. The study examined different
factors related to cybersecurity strategies that affect real-life situations, including scope of
detecting, the investigation of semantic characteristics, the complexity of the algorithm,
degree of information condensation, scalability, and effectiveness. This study proposed
multiple improvements to maximize the benefits of security information published on X.
Our study showed that the DeepNN by [118] consistently outperforms competing methods
in terms of overall and average figure of merit. While character-level feature extraction
methods are abundant, we contend that a semantic focus is more beneficial for this stage of
the process. These feedback improvements are crucial as no study has achieved the best
results in all factors, indicating a need for further research. We suggest future research di-
rections and using deeper learning work in this area. Ultimately, it is all about providing an
overview of cybersecurity challenges, deep learning solutions, and potential opportunities
on the X platform. Based on our Survey, we recommend further research and solutions for
cyber-threat detection on X using deep learning techniques.
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