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ABSTRACT: Marine heatwaves (MHWs) can severely impact marine biodiversity, fisheries, and aquaculture. Consequently,
there is an increasing desire to understand the drivers of these events to inform their predictability so that proactive decisions
may be made to reduce potential impacts. In the Tasman Sea (TS), several relatively intense and broad-scale MHWs have caused
significant damage to marine fisheries and aquaculture industries. To assess the potential predictability of these events, we first de-
termined the main driver of each MHW event in the TS from 1993 to 2021. We found that those MHWs driven by ocean
advection—approximately 45% of all events—are generally longer in duration and less intense and affected a smaller area com-
pared with the remaining 55%, which are driven by air—sea heat fluxes, are shorter in duration, and are more surface intense. As
ocean advection—driven events in the TS have been closely studied and reported previously, we focus here on atmospherically
driven MHWs. The predictability of these events is assessed by identifying the patterns of atmospheric pressure, winds, and air—
sea heat fluxes in the Southern Hemisphere that coincide with MHWs in the Tasman Sea. We found that atmospherically driven
MHWs in this region are more likely to occur during the positive phase of the asymmetric Southern Annular Mode (A-SAM)—
which presents as an atmospheric zonal wave-3 pattern and is more likely to occur during La Nifia years. These A-SAM events
are linked to low wind speeds and increased downward solar radiation in the TS, which lead to increased surface ocean tempera-
tures through the reduction of mixing.

SIGNIFICANCE STATEMENT: The purpose of this study is to understand factors of the atmosphere that contrib-
ute to an accumulation of heat in the upper ocean in the Tasman Sea to better inform predictability. Higher incidences
of ocean extreme thermal events (known as marine heatwaves) in this region are becoming increasingly more common
and threatening the important marine industries that support the people of both Australia and New Zealand. We need
to know the sources of this extra heat to understand whether such events can be predicted. Previous studies have found
the East Australian Current to be responsible for around half of these events, and our results show a connection
between a known atmospheric pattern and the other half. As we continue to improve our ability to anticipate this
pattern, this suggests that we may also be able to predict these extreme heating events.

KEYWORDS: Antarctic Oscillation; Atmosphere—ocean interaction; Heatwave; Seasonal forecasting; Climate variability;

Subseasonal variability

1. Introduction

The Tasman Sea is a global warming hotspot (Hobday and
Pecl 2014). This renders the region susceptible to increased in-
cidences of marine heatwaves (MHWs), such as the extreme
events that occurred in the summers of 2015/16 (Oliver et al.
2017), 2017/18 (Perkins-Kirkpatrick et al. 2019; Kajtar et al.
2022), and 2018/19 (Salinger et al. 2020). The impacts of these
extreme events include the local extinction of bull kelp in
New Zealand (Thomsen et al. 2019) and an outbreak of
Pacific oyster mortality syndrome in Tasmania, leading to loss
of jobs (Smith et al. 2021) and mortality of blacklip abalone
and poor performance of salmon (Oliver et al. 2017).
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Tasmania, the southern island state of Australia, is home to
salmon aquaculture businesses that represent Australia’s most
valuable seafood industry (Australian Bureau of Agricultural
and Resource Economics and Sciences 2014). The industry has
been increasingly threatened with rising oceanic temperatures
and, more recently, strong public scrutiny (Cullen-Knox et al.
2019). To proactively address pressures from short-term vari-
ability, seasonal forecasting models have been developed to
aid management decision-making (Spillman and Hobday
2014). With industries increasingly reliant on forecast tools, it
is important that they are as accurate as possible to provide
stakeholders with reliable information so that harm minimiza-
tion strategies might be considered and implemented. The po-
tential reliable time scale of these MHW forecasting tools is
determined by the main drivers of the events, with regions
dominated by oceanic processes expected to have a longer
time scale of predictability than those more strongly influ-
enced by the atmosphere (Holbrook et al. 2020).

An MHW is a discrete and prolonged warm ocean extreme
event. MHWSs have been increasing globally in frequency,
duration, and intensity (Oliver et al. 2018a), largely due to
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background global ocean warming (Oliver 2019). The param-
eters used to describe individual events depend on the
purpose of the study, with research seeking to understand
long-term climatic trends generally incorporating a monthly
definition (Scannell et al. 2016; Jacox et al. 2020; Xu et al.
2021), and those focused on understanding direct impacts and
short-term variability using a daily definition (Arias-Ortiz
et al. 2018; Smale et al. 2019; Schlegel et al. 2021). The most
common method used to detect MHWSs was established by
Hobday et al. (2016a), where an MHW in a region is defined
when the sea surface temperature (SST) exceeds a 90th per-
centile threshold, relative to a seasonally varying climatology
of at least 30 years, for five or more days.

The dynamical nature of the ocean complicates the making
of reliable forecasts. The main contributors to anomalously
high ocean temperatures are the intensified advection of pole-
ward currents, transporting warmer water to higher latitudes,
and enhanced net downward air-sea fluxes due to increased
atmospheric temperatures, increased exposure to solar radia-
tion due to decreased cloud cover, and reduced latent heat
loss due to decreased winds (Holbrook et al. 2019). In the
Tasman Sea, it has been found that approximately half of all
MHWs are due to ocean advection, associated with an intensi-
fied extension of the East Australian Current (EAC) (Oliver
et al. 2017; Li et al. 2020), while the remaining half are primar-
ily surface heat flux driven. While those events driven by in-
creased advection tend to be more localized in the western
Tasman Sea off the east coast of Tasmania (such as the 2015/16
MHW), those driven by air-sea heat fluxes may impact an ex-
tended area reaching from Tasmania to New Zealand (Perkins-
Kirkpatrick et al. 2019). By understanding the drivers and lead
time scales of atmospherically driven MHWs, we will better un-
derstand their potential predictability and increase the likelihood
that we will be able to more accurately predict them (Holbrook
et al. 2020).

Surface-layer MHWs driven by atmospheric forcing are ex-
pected to have shorter lead times than those from oceanic
processes (Holbrook et al. 2020). While predictive studies
have often either focused on weather prediction time scales
(typically limited at 7-10 days) (e.g., Perez et al. 2013) or ex-
amined the role of seasonal to interannual climate modes
as predictors [e.g., El Nifio-Southern Oscillation (ENSO),
Indian Ocean dipole, etc.] (e.g., Zhang et al. 2016; Goddard
et al. 2001), the intermediate subseasonal to seasonal [S2S;
from 10 days to 9 months, including the Madden—Julian oscil-
lation and Southern Annular Mode (SAM)] time scale has of-
ten been ignored, but represents an important opportunity
going forward, with numerous potential benefits (White et al.
2017). As climate change is becoming an increasingly domi-
nant driver of ocean conditions, long-term, historical changes
become less relevant to predict near-future climatic variability
where the atmosphere operates on these shorter time scales.

The leading driver of climatic variability in the Southern
Hemisphere (SH) is the SAM (Limpasuvan and Hartmann
1999), including strong influences on the Australian climate
(Trenberth 1979; Rogers and van Loon 1982; Raut et al. 2014;
Mariani and Fletcher 2016). The phases of SAM are deter-
mined by the latitudinal location of the strong westerly winds
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that typically blow in the mid- to high-latitude region of the
SH. During the positive SAM phase, these winds contract
poleward toward Antarctica, and during the negative phase,
they expand toward the equator (Gong and Wang 1999).
Changes to these wind patterns can impact rainfall and tem-
peratures over Australia (Hendon et al. 2007; Risbey et al.
2009; Marshall et al. 2012) and have been shown to contribute
to the poleward extension of the EAC (Li et al. 2022a). With
a positive trend in the tendency for positive SAM phases due
to an increase in greenhouse gas forcing and a depleted ozone
(Cubasch et al. 2001; Marshall et al. 2004; Son et al. 2009;
Karpechko et al. 2010), our need to understand the possible
impacts of positive SAM events is intensified. Further, the
geographic impacts of SAM strongly vary based on the season
(Kidston et al. 2009), the solar cycle (Haigh and Roscoe
2006), and SAM’s connection with other modes such as ENSO
(L’Heureux and Thompson 2006; Fogt et al. 2011) and the
Madden—Julian oscillation (MJO) (Matthews and Meredith
2004).

The aim of this paper is to understand the atmospheric
drivers affecting SSTs in the Tasman Sea and their potential
to sustain elevated temperatures in the upper ocean, leading
to MHWs. The focus on atmospheric processes, at time scales
from a week up to several months, enables us to examine
MHWs forced on the S28S time scale. By understanding the at-
mospheric factors contributing to these MHW events, we aim
to find their connection to known modes of climatic variability
that operate and/or interact on those time scales, thus improv-
ing knowledge of their potential predictability and, ultimately,
our ability to predict them.

This paper is organized as follows. Section 2 describes the
datasets and methodology used, including the calculation of
MHW statistics and the separation of events into predomi-
nantly ocean advection driven or atmospherically driven.
Section 3 examines the general differences between these two
groups of MHWs, including their statistical, local, and spatial
properties. Section 4 explores the atmospheric patterns in the
SH that correspond to SST anomalies similar to those atmo-
spherically driven MHWs found in section 3. Section 5 ex-
plores the statistical significance of this relationship and
provides a dynamical explanation, and section 6 is a summary
and discussion.

2. Data and methods
a. Data

Table 1 summarizes the datasets and climate variables that
were used in this study. They are described here. The SST
data used to analyze MHWs in this study were from the
National Oceanic and Atmospheric Administration (NOAA)
high-resolution Optimum Interpolation Sea Surface Temper-
ature (OISST), version 2.1, dataset (Huang et al. 2021a,b).
These 0.25° gridded data are from high-resolution infrared
and microwave satellites blended with in situ observational
data from ships and buoys and comprise daily SSTs from 1982
to the present day (Reynolds et al. 2007; Banzon et al. 2016;
Huang et al. 2021b).
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TABLE 1. A summary of the climate variables and corresponding datasets used throughout the study.

Time period
Variable Dataset Spatial resolution Temporal resolution used Source
Sea surface NOAA'’s high- 0.25° lat X 0.25° lon, from  Daily values from 1993-2021  Huang et al.
temperature resolution 89.875°S to 89.875°N 1 Sep 1981 to present (2021a)
OISST v2.1 and from 0.125° to
359.875°E
Mean sea level NCEP-NCAR 2.5° lat X 2.5° lon, from 4 times daily, daily, and  1993-2021  Kalnay et al.
pressure; surface reanalysis 0° to 357.5°E and from monthly from 1 Jan (1996)
winds 90°N to 90°S 1948 to present
Mixed layer depth BRAN2020 0.1° lat X 0.1° lon, from Daily from 1 Jan 1993 1993-2021  Chamberlain
75°S to 75°N, covering to present et al. (2021)
all longitudes, with 5-m
vertical resolution to
40-m depth and 10-m
vertical resolution to
200-m depth
Sensible heat flux, JRA-55 55-km horizontal 6 hourly from 1 Jan 1993-2021  Kobayashi

latent heat flux,
surface net
downward shortwave
radiation, and
surface net
downward longwave
radiation

to 0.1-hPa vertical
resolution

resolution, °from 90°S
to 90°N, covering all
longitudes, with 60
levels from the surface

1958 to present et al. (2015)

The heat budget analysis was performed using data from
the Bluelink Reanalysis (BRAN) 2020 (Chamberlain et al.
2021). BRAN2020 is an improvement over earlier versions of
BRAN (Chamberlain et al. 2021). It is the result of assimi-
lated observations into an eddy-resolving, near-global ocean
circulation model [Ocean Forecasting Australia Model v3
(Oke et al. 2013)] to provide daily reanalysis data at 0.1° reso-
lution comprising physical variables such as temperature,
velocity, and mixed layer depth (MLD), where the MLD is
the depth over which the buoyancy surpasses 0.0003 m s>
(Chamberlain et al. 2021). The Ocean Forecasting Australia
Model version 3 (OFAM3) is forced by the atmospheric out-
put from the Japanese Meteorological Agency’s Japanese
55-year Reanalysis (JRA-55) (Kobayashi et al. 2015).

The atmospheric data used to calculate the relevant indices,
and to investigate the large-scale climate patterns, were taken
from the National Centers for Environmental Prediction—
National Center for Atmospheric Research (NCEP-NCAR)
reanalysis 2 product. This dataset was generated using a fore-
cast model assimilated with observational data (Kanamitsu
et al. 2002) and, with a relatively coarse spatial grid of 2.5, is
well suited for analysis of large-scale processes (Dufek et al.
2008). Variables extracted and utilized from the NCEP-
NCAR reanalysis include the mean sea level pressure (MSLP)
to calculate the SAM index, and the MSLP and surface winds
used in a self-organizing map (SOM) analysis discussed later.

b. Calculation of climate indices
1) SAM INDEX

The daily SAM index was calculated by projecting daily
MSLP anomalies onto the principal component (PC) time

series of the leading empirical orthogonal function (EOF) of
observed monthly mean MSLP anomalies between 25° and
75°S (see Marshall et al. 2014). SAM-positive events are iden-
tified when the index is one standard deviation or greater
above the mean, and SAM-negative events when the index is
at least one standard deviation below the mean. Anything in
between is characterized as SAM neutral. While there is more
variability in the index using daily data, the general structure
of the mode does not differ greatly from one generated using
monthly values.

2) ENSO INDEX

The phase of ENSO was determined using NOAA’s Oce-
anic Nifio Index (ONI) (Bamston et al. 1997). Using a three-
month running mean of SST anomalies in the Nifio-3.4 region
(5°S-5°N, 170°-120°W), an El Nifio state is five consecutive
months with SST anomalies >+0.5°C, with a La Nifia state
declared with SST anomalies <—0.5°C for the same period
length, and all other periods considered neutral (Bamston
et al. 1997). The daily ENSO index was calculated as the SST
anomalies (temperature deviations from the mean, calculated
using the full climatology from 1982 to 2021) in the Nifio-3.4
region (5°S-5°N, 170°-120°W) (Philander 1983). El Nifio peri-
ods were taken as days when the index was more than one
standard deviation above the mean and La Nifia days when
the index fell below negative one standard deviation from the
mean.

c. Selection of study region and EOF analysis

Estimates of MHW variability and features vary between
studies depending on box average sizes chosen and areas of
interest. Here, we aim to assess MHWs separately based on
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FIG. 1. The first two leading modes from the EOF analysis, expressed as the correlation between each PC and the
SST anomalies in the Tasman Sea. (a) The first mode accounts for 36% of the total variance and shows a relatively
uniform region, where we define a general Tasman Sea (TS) region (outlined) bound by 35°-50°S and 145°E-180°.
(b) The second mode accounts for 14% of the total variance and shows a dipole pattern in which the waters off the
southeast coast of Australia are distinctive from those surrounding New Zealand. (c),(d) The corresponding PC. Here
we select a region (outlined) labeled as Tasmanian Eastern (TE) bound by 36°-45°S and 146°-155°E, which is likely
to be influenced by the EAC Extension as well as by air—sea fluxes.

whether they are primarily driven by ocean advection or air—
sea fluxes, and so we chose a broader region (see Fig. 1) im-
pacted by both. EOF analysis allows high-dimensional data to
be presented as reoccurring patterns based on the interrela-
tionships within the data (Weare et al. 1976). We performed
an EOF analysis on monthly SST anomalies (temperature de-
viations from the mean, calculated using the full climatology)
between 1982 and 2021 to identify patterns in the region to
aid selection of our regions of interest.

Figure 1 shows the EOFs expressed as a correlation be-
tween the corresponding PCs and SST anomalies at each
point in space. The leading EOF of SST anomalies in the Tas-
man Sea showed a broad monopole encompassing the whole
region (Fig. 1a), while the second EOF shows a dipole pattern
split between the waters off southeast Australia and the re-
gion around New Zealand (Fig. 1b). This allowed for the split-
ting into two regions, which we refer to as the Tasman Sea
(TS) (35°-50°S, 145°E-180°) and Tasmanian Eastern (TE)
(36°-45°S, 146°-155°E) boxes. As part of this study aims to

compare events driven by enhanced downward air-sea fluxes
with those driven primarily by enhanced warm-water advec-
tion in the EAC Extension, the heat budget analysis that fol-
lows is based on the TE box, as this region is that which is
more likely to be impacted by both. However, much of the
analysis was still plotted using the larger region to extend the
area of MHW predictability to include New Zealand.

d. Calculation of MHW statistics

The MHW statistics were computed according to the Hobday
et al. (2016a) definition, where a daily climatology and a 90th-
percentile threshold is first calculated and any continuous pe-
riod of five days or greater above the threshold is considered an
MHW, with events separated by two days or less still consid-
ered as continuous. We performed this analysis on SST values
at each grid point in the TS region to include all events and to
understand the general spatial patterns of all events. Following
this, we performed the same analysis on the area-averaged SST
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within the TE region to determine a discrete list of events to be
further examined.

The MHW metrics calculated for each event included the
duration and the maximum, mean, and cumulative intensities.
The start day is taken as the first day that the SST breaches
the 90th percentile before being held for at least 5 days. The
end day is the final day the SST is sustained for at least 5 days
above the 90th percentile. The peak day is taken as the day
the event reached its maximum intensity. Each event, there-
fore, comprises an onset phase (between the start and peak
days) and a decline phase (between the peak and end days).
From these, the onset and decline rates were recorded in de-
grees Celsius per day (see Fig. 1 from Hobday et al. (2016a).

The MHW intensity on each day of each event was catego-
rized depending on the extent to which the maximum intensity
surpassed the 90th percentile, according to the categorization
scheme developed by Hobday et al. (2018a). Category one
(moderate) corresponds to an intensity that is less than twice
the difference between the climatology and the 90th percen-
tile. Accordingly, category two (strong) corresponds to an in-
tensity between 2 and 3 times this difference, category three
(severe) is between three and four times, and category four
(extreme) denotes anything above 4 times the difference from
the threshold to the climatological mean. This categorization
is a useful tool to compare the severity of events across time
(Hobday et al. 2018a).

The period selected to base the climatology on can create a
bias in the calculated statistics. As the Tasman Sea region off
Tasmania is a region of decadal variability and long-term
warming (Holbrook and Bindoff 1997; Ridgway 2007), a cli-
matology of the period 1983-2012, for example, used in previ-
ous MHW studies (Oliver et al. 2018a; Holbrook et al. 2019;
Smale et al. 2019), results in persistent MHWs during summer
and spring seasons after 2016. Hence, to provide an unbiased
analysis of the background temperature change, we have here
used the full period from 1982 to 2021 as the climatological
baseline to evaluate MHW events over the same record pe-
riod, to reflect the changing climate [as per Wang et al. (2022)
in their study of trends in marine cold spells].

Figure 2 shows a history of MHWs in the two regions out-
lined in Fig. 1, together with the Nifio-3.4 index. Figure 2a
shows the Nifio-3.4 index, with the red shaded parts repre-
senting El Nifio periods and the blue shaded parts, La Nifia
periods (these periods are also shown as vertical lines in the
background of Figs. 2b and 2c¢). Figures 2b and 2c show all the
MHWs from 1982 to 2021 in the greater TS and smaller TE
regions, respectively. The maximum MHW category at ev-
ery grid point was recorded, and bar graphs were produced
to show accumulation of these in time. In this way, the
height of each of the bars shows the total proportion
of area in an MHW state, with the colors showing the high-
est category reached. All calculations were performed on
a daily time scale but converted to monthly for easier
depictions.

The increase in strong, severe, and extreme categories to-
ward the later years, and the increased height of the bars,
show the increase of maximum intensities and spatial extent
of MHWs in the Tasman Sea in recent years. This is most
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apparent during the two most extreme events on record, dur-
ing 2015/16 and 2017/18. From Fig. 2c, we see that both these
events impacted the entire TE region and reached the ex-
treme categorization, with the 2015/16 event existing in a
strong category or above over more than half of the area.
Comparing this to the wider TS region in Fig. 2b, we see that
while both these events are also relatively significant, the
2017/18 event (as well as the 2019/20 event) impacted a far
greater proportion of the entire area.

e. Correlation between ENSO and SST anomalies in the
Tasman Sea

ENSO is considered the largest contributor to global cli-
mate variability (McPhaden et al. 2006). A weak correlation
between positive summer ocean temperatures in eastern
Tasmania and ENSO has been linked to the strengthening
of the EAC (Oliver and Holbrook 2018) and the higher lati-
tude of the EAC’s separation from the coast at the relaxa-
tion of an El Nifio period (Cetina-Heredia et al. 2014). To
examine the general state of the Tasman Sea during El Nifio
and La Nifia periods, we composited the SST anomalies of
each of the days in the La Nifia or El Nifio periods, based on
the ONI.

Figure 3 shows maps of SST composites, separated by
month, from September to February. Maps are masked for
statistical significance, with shaded regions showing signifi-
cance at the 5% level, assessed using a Student’s 7 test (Student
1908). The wider Tasman Sea shows cooler temperatures dur-
ing El Nifio periods, with general positive anomalies during
La Niiia. There is an almost uniform pattern of warming in
La Nifa periods during September (Fig. 3b) and January (Fig. 3j).
However, most other months show some variability associated
with the EAC. This is most apparent in February, where the posi-
tive anomalies are more constrained to the western TS region,
and October (Fig. 3d), where the positive anomalies are to the
south of our domain.

During El Nifio periods, there is a wider cooling pattern
during September (Fig. 3a) and December (Fig. 3g), and simi-
lar patterns to La Nifia periods, with this cooling being con-
centrated farther south in October (Fig. 3c) and to the west in
February (Fig. 3k). Positive anomalies are seen near the east
coast of Australia and, in November (Fig. 3e) and January
(Fig. 3i), near the east coast of Tasmania.

f- Quantifying the contribution of air-sea flux

The accumulation of heat in the surface ocean is caused
by either ocean advection, i.e., net convergence from cur-
rents transporting anomalously warm waters into a particu-
lar location, or surface heat flux forcing, where net
downward heat flux forcing acts to heat the upper ocean
(Holbrook et al. 2019). The relative influence of each of
these sources can be considered using the heat budget
equation [Eq. (1)], employed in previous MHW studies
such as those by Benthuysen et al. (2014) and Oliver et al.
(2017):

aT

1
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Equation (1) shows the time rate of change in temperature
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FI1G. 2. (a) The Nifio-3.4 index showing El Nifio periods in red and La Nifia periods in blue.
The bar graphs show a history of marine heatwaves in (b) the greater TS region and (c) the
smaller TE region. The colors represent the maximum category reached. Moderate (yellow) is
representative of SST anomaly (SSTA) between 1 and 2 standard deviations above the calcu-
lated threshold, strong (orange) is representative of SSTA between 2 and 3 standard deviations
above the threshold, severe (coral) is representative of SSTA between 3 and 4 standard devia-
tions above the threshold, and extreme (red) is representative of SSTA greater than 4 standard
deviations above the threshold. The height of the bar shows the proportion of area, relative to
the total area of the corresponding region, in an MHW state. Also shown are El Nifio periods as
pink vertical bars and La Nifia periods as blue ones in (b) and (c).
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due to contributions from the net surface heat flux scaled by
the seawater density p, heat capacity C,, and mixed layer
depth H (first term on the right-hand side), ocean advection
(second term), and other residual factors (res) that contrib-
ute to temperature changes such as horizontal and vertical
diffusion (third term). The net surface heat flux Q. repre-
sents the sum of net contributions from the shortwave (so-
lar) radiation, longwave (thermal) radiation, sensible heat
exchange due to the difference between atmospheric and
oceanic temperature, and latent heat due to evaporation

[Eq. )]:

From these equations, we integrated the first term on the
right-hand side of the heat budget equation [Eq. (1)] during
the MHW onset period (for n days) to understand the relative
contribution of the air-sea heat fluxes:

T — e ant

= dt. 3
Ona =0 PCpH ( )

Following this, we integrated the horizontal ocean advection
terms during the same period, separated into the zonal (i)
and meridional (v) components:

Unauthenticated | Downloaded 09/01/25 05:47 AM UTC



1 AUGUST 2023 GREGORY ET AL. 5203

El Nifio
" 2

October 33°S
40°S
45°S

e)

30°S

November 35°S
40°S

45°s

December 3°°S
40°S
45°S

i)
30°S

January 35°S
40°S

February 35°S
40°s A3 QF 7,
45°5 ¢! § .
145°E 155°E 165°E 175°E 145°E 155°E 165°E 175°E
-1.5-1.0-0.4-0.2-0.1 0.1 0.2 04 1.0 1.5
SSTA (° Q)
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-

=n_ aT We used a variable MLD in this analysis as it has been shown

Toavu = J;ZO r dr and ) that fixing this depth can influence the identification of an
— MHW driver by amplifying the contribution of the air—sea flux

T _ J va_T dt. ) when the MLD is underestimated and dampening its contribu-
vy g ay tion when the MLD is overestimated (Elzahaby et al. 2022).
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FIG. 4. Box-and-whisker plots showing the average (a) maximum intensity, (b) duration, (c) decline rate, (d) onset
rate, (e) wind speed anomaly, and (f) MLD anomaly (standardized) during the buildup phase of all MHWs in the TE
region, separated by the season in which they began. MHWSs primarily driven by air-sea fluxes (n = 38 events) are
blue, and those driven by advection (n = 31 events) are yellow.

By comparing the relative contributions from the air-sea flux
and advection components during the onset phase of each of
the MHW events, we were able to determine the main driver of
each event. For a complete list of these events and their drivers,
see Table S1 in the online supplemental material.

g. Self-organizing maps

SOMs are an artificial neural network technique commonly
used in climate science and oceanography to reduce high-
dimensional input data to a lower-dimensional output of com-
monly occurring and/or synoptic patterns (Kohonen 1990;
Oliver et al. 2018b; Udy et al. 2021). They use unsupervised
machine learning to sort many datasets into groups by identi-
fying potential clusters and shapes and continually moving
each dataset until it is placed in a group, known as a node,
with other datasets of greatest similarity (Allinson et al.
2012). They have been shown to have the advantage over

principal component analysis as they are better able to isolate
synoptic weather patterns and are less likely to mix patterns
together (Reusch et al. 2005). For details of the SOMs algo-
rithm, see the methods section of Cassano et al. (2006) and
Verdon-Kidd and Kiem (2009).

MHWs in the Tasman Sea and off the east coast of South
America have been, respectively, linked to atmospheric pat-
terns across the Southern Ocean, including wavenumber-4
patterns of high and low pressure systems separated by ap-
proximately 90° longitude during summer (Chiswell 2021) and
atmospheric blocking, and anomalous anticyclonic circulation
associated with tropical-extratropical atmospheric Rossby
wave trains (Rodrigues et al. 2019), both detectable as pat-
terns of MSLP anomalies. Here, we analyzed SOMs with daily
MSLP anomalies to find the atmospheric patterns connected
to MHWs in the Tasman Sea.

We used the SOMs algorithm in the R package Kohonen
(Wehrens and Kruisselbrink 2018), which requires a number
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FIG. 5. Density plots showing the number of days that each grid point is above the 90th-percentile threshold during
different stages of MHW events, giving the total pixel count for (a),(c),(e) the 31 MHW events driven primarily by
ocean advection and (b),(d),(f) the 38 MHW events driven by air-sea fluxes on the (top) start, (middle) peak, and

(bottom) end days.

of nodes in a grid structure (m X n) to find the representation
of the main observable patterns. The number of nodes se-
lected is an important decision that strongly influences the va-
riety of patterns produced. Too few nodes would result in
only general, large-scale climate patterns being recognized,
while too many nodes produce repeated patterns. As we
wanted to identify atmospheric patterns associated with oce-
anic extremes—that statistically should occur less than 10%
of the time, as we used a 90th-percentile threshold—it was
necessary that we selected a high enough number of nodes to
separate the data into roughly 10 nodal patterns. Following
sensitivity testing, an optimal grid size of 3 X 3 (9 nodes) was
chosen. Pearson pattern correlations were used to quantita-
tively justify the patterns of each node by comparing the pat-
tern of each day to the composite pattern produced for each
node. It was found that the average correlation score for each
node was greater than 0.8 (Fig. S1 in the online supplemental
material). After the algorithm sorted each daily MSLP anom-
aly dataset to its node, composite maps were made of the cor-
responding observed daily surface wind and SST anomalies of
each of the nodes.

3. Key drivers of marine heatwaves
a. Marine heatwave properties

In total, there were 69 MHW events detected in the TE box
from 1993 to 2021. Using the heat budget analysis [Eq. (1)] to
determine the main source of excess heat during the onset
phase of each MHW, we found that 38 (55%) of the events
were primarily driven by air-sea heat fluxes and the remain-
ing 31 (45%) by ocean advection. We separated the events by
the season in which they began (i.e., their start date) and

found that during austral autumn [March-May (MAM)],
winter [June-August (JJA)], and spring [September—
November (SON)], there was an even spread of events in
each group. However, all events that began during austral
summer [December-February (DJF)] were found to be
driven by air-sea fluxes. This is not to say that there were no
advection-driven MHW occurrences during summer, as
many of those events which began in spring continued into
the summer months.

We found several noticeable differences between the TE
MHWs driven by air-sea heat fluxes when compared with
those driven by ocean advection (Fig. 4). Those driven by air—
sea fluxes had a higher average SST maximum (Fig. 4a), aver-
age intensity, and cumulative intensity (not shown) and shorter
durations (Fig. 4b) in all seasons. The longest and most intense
events began during spring. Both the onset (Fig. 4d) and decline
rates (Fig. 4c) for air-sea flux-driven MHW events were gener-
ally faster. As these atmospherically driven events have, on
average, high intensities, their typically faster onset rates sug-
gest that the onset phase for these events persists for a shorter
duration of time than those driven by ocean advection (see
Fig. 1 from Hobday et al. 2016a).

Weaker winds (Fig. 4¢) and a shallower MLD (Fig. 4f) cor-
respond with the onset of MHWs driven by air-sea fluxes,
with both variables showing negative anomalies for all these
events. Decreased winds reduce mixing in the upper layers of
the ocean and so decrease the amount of heat transported to
depth, hence allowing the MLD to shoal (Carton et al. 2008).
This also allows a shallower MLD to precondition the ocean
for an MHW, as this relatively lower volume of water within
the mixed layer can be heated more readily (Holbrook et al.
2019; Sen Gupta et al. 2020).
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FIG. 6. SOMs of MSLP anomalies (hPa) in the SH during austral spring, with the percentage shown indicating the total frequency of
each SOM node. The main nodes of interest are node 3, which shows a negative SAM pattern, and nodes 4 and 7, which show two differ-

ent forms of positive SAM.

b. Spatial extents

The frequency of each grid point above the 90th-percentile
threshold for each MHW event at the start, peak, and end date
was counted at each grid point and mapped to show the regions
typically most impacted during ocean advection or air-sea
flux—driven events. Those events driven by ocean advection are
seen to predominantly impact the region off the eastern coast
of Tasmania, without extending far enough to influence the wa-
ters surrounding New Zealand (Fig. 5, left). Events driven by
air-sea fluxes, however, occupy a much larger area, reaching
the west coast of New Zealand and even extending farther east
(Fig. 5, right).

4. Connecting atmospheric states with MHWSs

Based on the SOM analysis, the nine MSLP anomaly nodes
were analyzed to identify which of the common atmospheric
patterns across the Southern Ocean were associated with ele-
vated SSTs in the Tasman Sea. As previously mentioned, the
most severe MHW events (of both highest duration and inten-
sity) began in the austral spring (SON), and so here we focus
on understanding the atmospheric patterns during these
months. Figure 6 shows the nine most common patterns of
MSLP anomalies during austral spring and their frequency.
Node 3 is recognized as a negative SAM pattern. However,
nodes 4 and 7 show a positive expression of SAM. Both nodes

show negative pressure anomalies over Antarctica, with posi-
tive pressures at the mid- to high latitudes. While node 7
shows the classic positive SAM pattern, node 4 shows these
high pressure anomalies in an atmospheric wave-3 pattern.

Figure 7 shows the corresponding surface wind speed
anomalies from the nine nodes of the MSLP anomalies. The
wind patterns strongly resemble those described in relation to
the phases of SAM in previous literature (Kidston et al.
2009). Node 3 shows a band of negative wind speed anomalies
over most of the Southern Ocean, with stronger winds in the
mid- to high latitudes, including across the Tasman Sea. While
nodes 4 and 7 are synonymous with a positive SAM pattern, their
wind patterns are distinctly regional. Node 4 shows negative
wind anomalies across the Tasman Sea, while the midlatitude
negative wind anomalies from node 7 are farther to the west.

The nine SOM nodes of the SST anomalies (Fig. 8) show
the thermal oceanic patterns that correspond with these atmo-
spheric patterns. In most of the nodes, we can see slight (be-
tween 0.25° and 0.5°C) positive SST anomalies associated with
the EAC Extension. This suggests that there is no dominant
atmospheric pattern connected with those MHWSs which are
ocean advection driven. However, we can clearly see the
strong SST anomalies (between 0.5° and 1.5°C) that stretch
across most of the Tasman Sea in node 4, with a similar spatial
pattern to air-sea heat flux-driven MHW events (Fig. 5). This
suggests there may be a connection between a regional varia-
tion of positive SAM and MHWs in the Tasman Sea.
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FIG. 7. Wind speed anomalies (m s~ ') corresponding to SOMs shown in Fig. 5. The purple colors represent negative wind speed anoma-
lies, and the green colors show positive wind speed anomalies.

5. SAM as a driver of Tasman Sea marine heatwaves
a. Statistical analysis

From our SOM analysis, we found a strong connection be-
tween MHWs in the Tasman Sea and the positive SAM phase
that presents as an atmospheric wave-3 pattern. It has been
previously noted that there is a significant correlation be-
tween the negative phase of ENSO and the positive phase of
SAM, especially during austral spring months (Fogt et al.
2011; Yu et al. 2015; Déatwyler et al. 2020). Campitelli et al.
(2022) found that this connection could be entirely explained
by the version of positive SAM that presents as an atmo-
spheric wave-3 pattern, which they named the asymmetric
SAM (A-SAM). A second version of positive SAM, present-
ing as the commonly known pattern of negative MSLP anom-
alies over Antarctica, with a zonally symmetric ring of
positive anomalies at mid- to high latitudes, is called the sym-
metric positive SAM (S-SAM).

We followed the same method as Campitelli et al. (2022) to
calculate the A-SAM as its own index. Starting with the lead-
ing EOF of monthly MSLP anomalies, we removed the zon-
ally averaged pattern (S-SAM) and projected the daily MSLP
anomalies back onto the remaining pattern to calculate a daily
index to be used for the correlation analysis.

To understand the impact of A-SAM on ocean temperatures
in the Tasman Sea, the daily SST anomaly data were first proc-
essed to remove any linear trends and the influence of ENSO.
The imprint of Nifio-3.4 onto SSTs in the Australian region was

calculated using linear regression, and the resulting anomalies
were removed from the original data to produce a new dataset
of SST anomalies independent of Nifio-3.4. For more specific
details on the method applied, see Werner et al. (2012).

Figure 9 shows the correlation between this new SST anom-
aly dataset and the A-SAM index during the austral spring
months (SON; Fig. 9a) and austral summer months (DJF;
Fig. 9b). To account for the serial correlation inherent in geo-
physical data, we consider the autocorrelation p of SST anom-
alies at each grid cell to calculate the effective sample size
nege = n(1 — p)/(1 + p) (see Marshall et al. 2014). This effec-
tive sample size was used to calculate the ¢ statistic and assess
statistical significance using a two-tailed ¢ test. Only statisti-
cally significant relationships are shaded (p < 0.05), with the
correlations indicating a significant relationship between the posi-
tive A-SAM and positive SST anomalies in the Tasman Sea,
after removal of the ENSO signal (i.e., ENSO independent).

b. Dynamic-thermodynamic interpretation

To understand the dynamic—thermodynamic connection be-
tween the A-SAM and Tasman Sea MHWs, we examined the
significant anomalies of several atmospheric variables during
strong and positive spring A-SAM days (where the A-SAM
index is greater than 1.5 standard deviations from the mean).
Figure 10 shows anomalies of the important components of
the air-sea heat fluxes: 1) net latent heat flux and 2) net down-
ward solar radiation at the sea surface (which is strongly influ-
enced by the cloud cover), together with the 3) wind speed

Unauthenticated | Downloaded 09/01/25 05:47

AM UTC



5208 JOURNAL OF CLIMATE VOLUME 36
Node1 (11.3%) Node2 (9.7%) Node3 (13.8%)
7 . 7 . 7 L ]
Y j" Y, 4 . - 2.00
[ b B » =ES } d
) | ] & » \/ 'y
:55 & - g . 1.50
- ©. 2@ O P = = o A S 1.00
(%))
l\/lgdes (6.8%) 050 A
Q
(4 = |
e 0.25 D
’.__:%' b 3
Ui o
-025
w
o o -0.50
Node7 (15.0%) Node8 (10.9%) Node9 (10.3%) ~1.00
4 "y £ N\ & . \}y
4 " / you
ff 8 \({ ; St (1) @? -1.50
L Lol 3 L //
/ —2.00
[ (4

FIG. 8. SST anomalies (°C) in the TS corresponding to the SOMs shown in Fig. 5. Although most of the nodes show a slight positive SST

anomaly associated with the EAC, node 4 clearly displays the spatial

anomalies and 4) SST anomalies, with statistical significance
at the 5% levels assessed using a Student’s ¢ test (Student
1908). Scale analysis demonstrates that the other components
of the air-sea heat flux, sensible heat, and downward thermal
radiation, play a much less significant role and hence are not
shown.

From these results, we can better understand how the
A-SAM contributes to positive SST anomalies in the region.
Latent heat loss from the ocean surface is directly related to
the evaporative heat exchange, which cools the sea surface
and warms the atmosphere through condensation and cloud
formation (Taylor et al. 2003). Figure 10a shows the latent

pattern of MHWs driven by air-sea interactions (see Fig. 5, right).

heat flux anomalies, with statistically significant positive val-
ues evident particularly in the eastern region of the TS box, as
well as around Tasmania. Latent heat loss tends to increase
with increased wind speeds (Zhang and Mcphaden 1995;
Araligidad and Maloney 2008), and it appears that negative
wind speed anomalies during these positive A-SAM events
(Figs. 7 and 10c) are a key component of the positive temper-
ature anomalies.

Blocking high pressure systems are associated with reduced
cloud cover and higher surface exposure to solar radiation
and are considered the major driver of atmospheric heat-
waves (Brunner et al. 2017). The wavenumber-3 pattern,
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FIG. 9. Correlation between SST anomalies (with ENSO removed) and the positive A-SAM index during austral
(a) spring (SON) and (b) summer (DJF). The maps only show statistically significant correlations at the >95% level
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those regions of statistical significance with p < 0.05.

connected to the positive A-SAM phase, is a moving pattern
of anomalous high and low pressure systems. The delayed re-
sponse time of the ocean to the atmosphere results in the
strongest SST anomalies developing in the Tasman Sea when
these high pressure systems have passed the region and have
their center just to the east of New Zealand (Fig. 6).

These dynamical links between the A-SAM and Tasman
Sea MHWs are summarized in a schematic in Fig. 11. The
top map shows the characteristic atmospheric blocking pat-
tern present during A-SAM and the resulting positive SST
anomalies in the Tasman Sea along with its association with
La Nifia conditions. The cylinder to the right in Fig. 11 rep-
resents the column of air above these high pressure cells,
which allow both more solar radiation to reach the surface,
due to reduced cloud cover, and anomalously high air tem-
peratures to persist due to the warming from descending air.
The box below shows the surface exposure to enhanced so-
lar radiation, reduced wind speed anomalies, and associated
reduced latent heat loss and vertical heat transport, and a
shallower MLD trapping excess heat in the upper ocean
(Fig. 11).

In summary, clearer skies associated with higher surface
pressures permit more solar radiation to reach the surface.
Acting with this enhanced solar radiation reaching the sur-
face, decreased latent heat loss in a region of easterly wind
anomalies (reduced westerly flow) on the equatorward flank
of the high pressure system increases the total heat flux into
(and gain by) the upper ocean. The resultant weaker surface
winds and shallower mixed layer depth reduce the amount of
heat being transported from the surface to depth, thus trap-
ping heat in the upper layer of the ocean.

6. Summary and discussion

This paper has focused on understanding local atmospheric
forcing of Tasman Sea MHWs in connection with large-scale
atmospheric drivers. We first compared the properties of
MHWs in the Tasman Sea driven primarily by ocean advection
with those driven by atmospheric fluxes. Previous research
found that approximately half of all events in the Tasman Sea
are ocean advection driven, due to the extension of the warm
poleward flowing EAC (Oliver et al. 2018b; Li et al. 2020,
2022b). Here, we have investigated the other half, driven by en-
hanced net downward heat fluxes. On average, these air-sea
flux—driven events can be categorized as relatively short and
sharp events (with an average of 16 days and a maximum inten-
sity of 1.6°C), with a fast onset rate, shortening the potential
preparation window for marine management responses, as out-
lined by Spillman et al. (2021).

Previous studies looking to understand the drivers of
MHWs in a particular location have generally considered the
processes occurring during the entirety of the events in ques-
tion (e.g., Li et al. 2020; Schlegel et al. 2021). We have instead
determined the drivers of each event by assessing the accumu-
lation of heat during the onset phase, from the start to the
peak date. This time window is important to identify the driv-
ers of heat accumulation to an area and potentially beneficial
for marine resource managers to be able to respond to such
events (Spillman et al. 2021).

As the impacts of MHWs continue to worsen, particularly
in “hotspot” regions, understanding their potential predict-
ability has become increasingly important, in particular where
accurate forecasts can be beneficial to mitigating impacts,
such as within fisheries and aquaculture industries (Hobday
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FI1G. 11. Schematic summarizing the dynamic-thermodynamic explanation for the positive A-SAM influence on SST anomalies in the
Tasman Sea. The map shows the positive SST anomalies (red) stretching across the TS and the contour lines showing the high and low
pressure systems that form as a result of the positive A-SAM. The cooling pattern in the equatorial Pacific Ocean represents the La Nifia
conditions connected to both A-SAM and TS MHWs, particularly during austral spring. The cylinder depicts the atmospheric dynamics
above these high pressure cells, with reduced cloud cover allowing a greater amount of solar radiation to reach the surface and more air
descending and warming up as it reaches the surface. The box shows the processes occurring directly above and below the impacted area
that contribute to heat becoming trapped in the upper layer of the ocean. Increased solar radiation and decreased latent heat loss increase
the total heat through the surface, whereas weaker surface winds and a shallower MLD reduce the amount of heat being transported

from the surface to depth.

et al. 2018b; Holbrook et al. 2020). The current management
of marine resources will be better assisted with information
about the likelihood of such extreme events on a time scale
that allows for preparation and action, making accurate pre-
dictions at the subseasonal to seasonal time scale critical
(Spillman and Hobday 2014).

The Tasman Sea is an important region for marine biodi-
versity, fisheries, and aquaculture industries in both Australia
and New Zealand. First, our MHW calculations focused on
the western Tasman Sea, closer to Australia, to allow for the
assessment of MHWs within an area caused by enhanced ad-
vection in the EAC Extension and those that are atmospheri-
cally driven. We have shown that these two groups of MHWs
have distinctly different properties that match those of their
driver. In general, events that are driven by air—sea heat fluxes
are short, sharp, and spatially extensive, with a rapid onset
and decay. Conversely, MHWs driven by ocean advection
tend to be longer in duration, less surface intensified, and
smaller in spatial extent, with slower rates of onset and decay.

Our overall goal has focused on identifying the key atmo-
spheric drivers of Tasman Sea MHWs, and as such, we have
used surface ocean temperatures as the basis for our calcula-
tions. While subsurface data are necessary to perform a full
heat budget analysis (e.g., Oliver et al. 2017) and understand

the entire life cycle of an MHW (Elzahaby and Schaeffer
2019; Scannell et al. 2020; Elzahaby et al. 2021), data to the
depth of the mixed layer are adequate to calculate statistics
relevant to excess heat entering the ocean through air-sea in-
teractions. Elzahaby et al. (2021) used subsurface data and a
heat budget analysis to identify the drivers of MHWs in the
Tasman Sea within a depth-dependent surface mixed layer.
They found that advection-driven events are typically deeper,
longer lasting below the surface, and more common during
autumn and winter. Conversely, surface flux—driven events
were more common during summer, coinciding with our re-
sult, when the likelihood of severe negative impacts on ma-
rine systems is enhanced. Although atmospherically driven
events generally have a shallower vertical profile than their
ocean advection—driven counterparts (Elzahaby et al. 2021),
they have nevertheless been shown to cause substantial im-
pacts to benthic communities. The atmospherically driven
2017/18 Tasman Sea MHW, for example, coincided with New
Zealand’s hottest summer on record (Perkins-Kirkpatrick
et al. 2019; Salinger et al. 2019). However, its impacts ex-
tended well below the surface, including the decimation of
bull kelp around the south island of New Zealand (Thomsen
et al. 2019), loss of seaweeds (Thomsen and South 2019), and
death of mussels (Salinger et al. 2020).
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The profitability of marine industries is dependent on ef-
fective operational decision-making that is often based on
probable environmental conditions. As many oceanic spe-
cies are intrinsically linked to the seasonal thermal cycles of
the ocean, catch and harvest strategies require reliable sub-
seasonal to seasonal temperature predictions, underpinned
by knowledge of how known modes of climate variability
may alter these cycles. Insights into how various modes act
together to impact regional climate is essential for under-
standing predictability at subseasonal to seasonal time
scales. It has been established that there is a correlation be-
tween the negative phase of ENSO and the positive phase
of SAM, particularly during austral spring (Fogt et al. 2011),
with this relationship explained entirely by the A-SAM in-
dex, with a statistically significant correlation of —0.42
(Campitelli et al. 2022).

Chiswell (2021) recently found a connection between an
atmospheric wavenumber-4 pattern and MHWs in the
Southern Hemisphere. While he found that this atmospheric
wavenumber-4 pattern was a key driver of MHWs in the
Tasman Sea, he could not find any significant link to known
modes of climate variability. In the present study, our SOMs
analysis linked extensive MHWs in the Tasman Sea to the
wavenumber-3 pattern, analogous with the A-SAM. Further
analysis allowed us to find dynamical explanations for this
relationship, as the location of the high pressure blocking
systems formed during A-SAM provide ideal conditions to
increase heat into the upper ocean, and prevent mixing to
greater depths.

This connection is partially due to its weakening of the usu-
ally strong westerly winds in this region. Negative wind speed
anomalies have been associated with the most extreme
MHWs in the mid- to high latitudes (Sen Gupta et al. 2020),
and we have found that all air—sea heat flux-driven MHWs in
the Tasman Sea co-occur with lower-than-average surface
winds. During the positive A-SAM phase, negative wind
speed anomalies are present in the Tasman Sea, which con-
tribute to increased SSTs due to the reduction of upper-ocean
mixing, enabling heat to be retained near the surface rather
than being transported to depth.

As drivers of MHWSs are better understood (Holbrook
et al. 2019), we become more aware of their potential pre-
dictability (Oliver et al. 2018b; Jacox et al. 2019; Holbrook
et al. 2020). This, coupled with advances in ocean modeling
capabilities, provides the opportunity to further incorporate
seasonal forecasting, particularly around extreme events,
into marine resource planning (Hobday et al. 2018b).
Seasonal forecasting, based on dynamic coupled ocean—
atmosphere models, has improved tremendously in recent
times and can be useful to make environmental predictions
several months into the future, informing management deci-
sions (Hobday et al. 2016b). With global ocean warming be-
ing a primary reason for increases in MHWs (Oliver 2019),
improved knowledge of MHW predictability on subseasonal
to seasonal time scales, such as might be provided by con-
nections between local forcing and large-scale atmospheric
systems as identified in this study, will be of great benefit to
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marine industries attempting to mitigate the risks associated
with such events.
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