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Abstract 

Electricity demand (G) forecasting is a sustainability management and evaluation task 

for all energy industries, required to implement effective energy security measures and 

determine forward planning processes in electricity production and management of 

consumer demands. Predictive models for G forecasting are utilized as scientific 

stratagems for such decision-making. The information generated from forecast models 

can be used to provide the right decisions regarding the operation of National 

Electricity Markets (NEMs) through a more sustainable electricity pricing system, 

energy policy, and an evaluation of the feasibility of future energy distribution 

networks. Data intelligent models are considered as potential forecasting tools, 

although challenges related to issues of non-stationarity, periodicity, trends, stochastic 

behaviours in G data and selecting the most relevant model inputs remain a key 

challenge.  

This doctoral thesis presents a novel study on the development of G forecasting 

models implemented at multiple lead-time forecast horizons utilizing data-intelligent 

techniques. The study develops predictive models using real G data from Queensland 

(second largest State in Australia) where the electricity demand continues to elevate. 

This research is therefore, divided into four primary objectives designed to produce a 

G forecasting system with data-intelligent models. 

In first objective, the development and evaluation of a multivariate adaptive 

regression splines (MARS), support vector regression (SVR) and autoregressive 

integrated moving average (ARIMA) model was presented for short-term (30 minutes, 

hourly and daily) forecasting using Queensland’s aggregated G data. MARS 

outperformed SVR and ARIMA models at 30-minute and hourly horizon, while SVR 

was the best model for daily G forecasting.  

The second objective reported the successful design of SVR model for daily 

period, including short-term periods (e.g., weekends, working days, and public 

holidays), and the long-term (monthly) period. Subsequently, the hybrid SVR, with 

particle swarm optimization (i.e., PSO-SVR) integrated with improved empirical 

mode decomposition with adaptive noise (ICEEMDAN) tool was constructed where 

PSO is adopted to optimize SVR parameters and ICEEMDAN was adopted to address 
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non-linearity and non-stationary in G data. The capability of ICEEMDAN-PSO-SVR 

to forecast G was benchmarked against ICEEMDAN-MARS and ICEEMDAN-M5 

Tree, including traditional PSO-SVR, MARS and M5 model tree methods.  

As G is subjected to the influence of exogenous factors (e.g., climate variables), 

the third objective established a G forecasting model utilizing atmospheric inputs from 

the Scientific Information for Land Owners (SILO) observed data fields and the 

European Centre for Medium Range Weather Forecasting outputs. These models were 

developed using G extracted from the Energex database for eight stations in southeast 

Queensland for an artificial neural network (ANN) model over 6-hourly and daily 

forecast horizons. 

The final objective was to advance the methods in previous objectives, by 

applying wavelet transformation (WT) as a decomposition tool to model daily G. 

Using real data from the University of Sothern Queensland (Toowoomba, Ipswich, 

and Springfield), the maximum overlap discrete wavelet transform (MODWT) was 

adopted to construct the MODWT-PACF-online sequential extreme learning machine 

(OS-ELM) model. The results revealed that newly developed MODWT-PACF-OS-

ELM (MPOE) model attained superior performance compared to the models without 

the WT algorithm. 

In synopsis, the predictive models developed in this doctoral thesis will to provide 

significant benefits to National Electricity Markets in respect to energy distribution 

and security, through new and improved energy demand forecasting tools. Energy 

forecasters can therefore adopt these novel methods, to address the issues of non-

linearity and non-stationary in energy usage whilst constructing a real-time forecasting 

system tailored for energy industries, consumers, governments and other stakeholders.
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Chapter 1: Introduction 

1.1 Background 

Electricity demand (G) is subjected to increases and decreases due to the influence of 

various interacting factors, such as the economy, buildings and population growth, 

changing weather patterns, increasing use of solar panels, business activities, and 

social variables. The increasing use of electric cars and air conditioners usage due to 

the recent developments and global warming are also considered two other significant 

factors that affect electricity demand. Therefore, a robust forecasting method, used to 

constantly monitor the usage of electricity, which can take these factors in 

consideration, is needed to more precisely forecast the G and efficiently support 

national electricity markets. 

Fundamentally, the forecasting of G is a challenging optimisation problem 

especially in improving the business efficiency of the electricity industry. Currently, it 

plays a significant role in developing an efficient distribution and effective network 

system (Hu, Bao & Xiong 2013; Kaytez et al. 2015). The most precise models for G 

forecasting are necessary to operate company’s facilities and decision-making on load 

switching, grid management and infrastructure in response to growing consumers’ 

needs (Akay & Atak 2007). Forecasting models are also useful planning tools for 

energy organizations, transmission, distribution and marketing in a globalizing world. 

An estimate of electricity consumption can reflect the degree of economic growth by 

an analysis of the causal relationships with power consumptions (Kaboli, Selvaraj & 

Rahim 2016). Nasr, Badr and Younes (2002); Zareipour, Bhattacharya and Canizares 

(2006), and Hu, Bao and Xiong (2013) pointed out that many factors including 

demographic,  environmental, social, recreational and seasonal may adversely affect 

the preciseness of G. Consequently, robust models are required to address any energy-

forecasting inaccuracies that may be faced by national electricity markets. 

Due to the growth in computational power, the applications of data intelligent 

models in energy forecasting have risen rapidly (Suganthi & Samuel 2012). These 

models have adopted soft computing algorithms that are less complex than 

deterministic models where the only requirement is a set of inputs that are related to 

past changes in G. Yet, these models are able to forecast the energy demand system 

that is pervasively imprecise, uncertain and hard to predict precisely (Haida & Muto 

1994). In forecasting and predicting of any variable, soft computing parallels the 
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remarkable ability of machines to reason and learn in a programming environment that 

encompasses uncertainty and imprecision as an intelligent framework. Such models 

mimic the ability of human brains to extract patterns and attributes in predicting data 

that are approximately represented in the temporal evolutions in future. Consequently, 

data-driven models are showing significantly accurate forecasting results, and as such, 

have been widely adopted (Florens et al. 2007; Xydas et al. 2016). 

Recent advancements in data analytics, including modelling and simulation, have 

led to improvements in data intelligent models, which have subsequently become a 

standard methodology for data prediction due to their potential to employ machine 

learning algorithms to detect the relationships between predictors and objective 

variables using historical datasets. Using these methods, this PhD thesis explores 

existing methods and develops a better performance model for G forecasting by 

suggesting new and advanced predictive models that may, therefore, be of potential 

use to forecasters in national electricity markets (e.g. Australian Energy Market 

Operator (AEMO)). 

1.2 Research Problem 

The research into electricity demand should be undertaken for several reasons, such as 

making profitable investments, building an efficient system, growing the capability of 

an existing system and scheduling energy distributions (Türkay & Demren 2011). G 

estimations are vital for energy industries and governments to respond to competitive 

electricity markets. The precision (predictive accuracy) of G is very important since 

just 1% increase in error can lead to a loss of millions of dollars in operational costs 

(Bunn & Farmer 1985; Haida & Muto 1994; Fan & Chen 2006). According to Erdogdu 

(2007), if official demand projections are overestimated or underestimated, this can 

endanger the development of a coherent energy policy and a healthy market. 

Consequently, there exists a strong need for robust predictive models that are capable 

of energy forecasting with minimal inaccuracies within the context of the national 

electricity markets. 

Queensland is the Australia’s second largest State in area where the end-user 

demand for electricity continues to increase because people keep moving into the 

State. The State-averaged energy consumption is relatively high and amounts to 23% 

of the national (2012–2013) demand (Australian Government 2015). Currently in 

Queensland, the G data are forecasted by the Australian Energy Market Operator 
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(AEMO) yielding high errors in forecasts for electricity demand data due to the use of 

old forecasting techniques. Robust predictive models can provide better performance 

that can lead to significant outcomes for national electricity markets. However, at 

present, none are available in Queensland.   

Additionally, the G data are affected by different factors, such as climate variables 

that should be taken into the account when the G data are forecasted. Accordingly, the 

influences and complex temporal behaviors of non-stationarity features of those 

variables on G data should be explored to improve models’ forecast accuracy. To 

address these issues, a robust forecasted model from data intelligent models, which 

can significantly deal with different inputs, needs to be adopted to discover the impact 

of the climate variables on G data.  

A review of the previous and recent studies showed that various machine learning 

models have been successfully adopted, including, but not limited to, the multivariate 

adaptive regression splines (MARS) (Zareipour, Bhattacharya & Canizares 2006; Deo, 

Kisi & Singh 2017), support vector regression (SVR) (Guo et al. 2006; Deo, Wen & 

Qi 2016), autoregressive integrated moving average (ARIMA) (Contreras et al. 2003), 

hybrid particle swarm optimization (PSO)-SVR (Li & Li 2016), M5 model tree (Pal & 

Deswal 2009), artificial neural network (ANN) (Deo & Şahin 2017; Prasad et al. 

2017), multiple linear regression (MLR) (Civelekoglu et al. 2007) and online 

sequential extreme learning machine (OS-ELM) (Ali et al. 2018) models for different 

data forecasting.  

Data decomposition methods, such as improved versions of empirical mode 

decomposition with adaptive noise (ICEEMDAN) (Li & Li 2016) and maximum 

overlap discrete wavelet transform (MODWT) (Quilty & Adamowski 2018) are also 

required to address the non-stationarity features of those input variables. Furthermore, 

selecting the best models’ parameters is another challenge for G forecasting. This can 

be achieved by a particle swarm optimization (PSO) (Li & Li 2016), grid search (Hsu, 

Chang & Lin 2003) and trial-and-error techniques. Therefore, this study investigates 

the ability of the methods above for G forecasting.   

A combination of forecasting approaches and uncertainty assessments, which 

have not been adopted by national electricity markets, can also be used to improve the 

model’s forecast accuracy and assess the model’s stability based on the prediction 

intervals, respectively. Hence, this study develops a hybrid ANN model by combining 

the forecasts of the ANN, MARS, and MLR models. In addition, a data-driven 
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technique of bootstrap, which purposes to reduce uncertainties through enormous 

resampling with replacement (Efron 1992; Efron & Tibshirani 1994), is used and 

integrated with the ANN model to explore the uncertainty in G forecasting using an 

ensemble of the hybrid ANN model. 

In summary, the PhD thesis aims to address issues associated with G forecasting 

based on data intelligent techniques and adopting G forecasting models at multiple 

forecast horizons. The study area focuses on Queensland, Australia’s sunshine State 

and the third most populous State where electricity monitoring and forecasting devices 

can play a useful role in the State’s energy management systems. 

1.3 Research Aim and Objectives 

The key purpose of this research thesis, presented as a collection of four high quality, 

Q1 publications, is to develop a set of the most high-precision hybrid data-intelligent 

models for G forecasting based on the Queensland region across short and long-term 

periods.  

To achieve the aim of this study, the following objectives are presented to: 

1- Develop and evaluate the multivariate adaptive regression splines (MARS), 

support vector regression (SVR) and autoregressive integrated moving average 

(ARIMA) models for short-term (30 minutes, hourly and daily) G forecasting 

using Queensland’s aggregated G data. The article has been published in 

Advanced Engineering Informatics (Vol. 35, Pages 1-16). 

2- Further improve the whole weeks (daily) forecasting plus other multiple-

horizons electricity demand forecasting, including short-term for weekends, 

working days, and public holidays, and long-term for monthly. A novel hybrid 

particle swarm optimization (PSO)-SVR model integrated with an improved 

version of empirical mode decomposition with adaptive noise (ICEEMDAN) 

tool is constructed and its ability benchmarked with alternative techniques of 

standalone modelling procedures. The article has been published in Applied 

energy (Vol. 217, Pages 422-439). 

3- Design and establish a relatively new approach for the 6-hour and daily G 

forecasting horizons based on an artificial neural network (ANN) model 

utilizing the climate input datasets for the eight stations located in the southeast 

Queensland area. The article has been published in Renewable and 

Sustainable Energy Reviews (Vol. 113, Pages 109-293). 
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4- Apply wavelet transformation (WT), a very popular decomposition tool that 

has been incorrectly applied in many recent studies, on a regional area at the 

University of Southern Queensland (USQ), Australia. A maximum overlap 

discrete wavelet transform-coupled online sequential extreme learning 

machine (MODWT-OS-ELM) model is developed in this objective based on 

the three university campuses datasets of Toowoomba, Ipswich and Springfield 

for daily G forecasting. The article has been published in the journal of 

Energies (Vol. 13, Page 2307). 

To fulfil these objectives, a copy of the above mentioned, four Q1 papers, are 

included as a core contribution of this PhD Thesis by Publications. 

1.4 Thesis Layout  

The thesis schematic, which is shown in Figure 1.1, is organized into seven chapters 

as follows: 

Chapter 1 presents the introductory background and the statement of the problem 

pertaining to the research and presents the objectives of this study. 

Chapter 2 describes the study area, data and general methodology used in this study 

and sets the scene for the following chapters. This chapter provides general viewpoints 

while the specific study area, data and methods are presented in the respective 

chapters. 

Chapter 3 presents as a published journal article in the journal of Advanced 

Engineering Informatics (DOI: https://doi.org/10.1016/j.aei.2017.11.002). It 

explores the application of data intelligent models including MARS, SVR and ARIMA 

to forecast G data. 

Chapter 4 presents as a published journal article in the journal of Applied Energy 

(DOI: https://doi.org/10.1016/j.apenergy.2018.02.140). The forecast accuracy of the 

G data was improved and the forecast error was reduced in this chapter using the 

ICEEMDAN method.  

Chapter 5 presents as a published journal article in the journal of Renewable and 

Sustainable Energy Reviews (DOI: https://doi.org/10.1016/j.rser.2019.109293). The 

https://doi.org/10.1016/j.aei.2017.11.002
https://doi.org/10.1016/j.apenergy.2018.02.140
https://doi.org/10.1016/j.rser.2019.109293
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new forecast methodology of incorporating enormous input variables was developed 

in this chapter with hybrid ANN. 

Chapter 6 presents as a published journal article in the journal of Energies (DOI: 

https://doi.org/10.3390/en13092307). A suitable wavelet transformation of MODWT 

was applied and integrated with the OS-ELM model in this chapter.  

Chapter 7 presents the summary of the thesis with concluding remarks, limitations, 

and recommendations for future works.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: Thesis flow chart.
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Chapter 2: Data and Methodology 

2.1 Foreword 
An overview of the study area and the datasets used in developing the hybridised data 

intelligent G forecasting models for this doctoral study is presented in this chapter. 

Within Queensland (QLD), Australia, a State with a heavy demand for electricity, 

different study sites were selected depending on the availability of the data, to achieve 

the objectives of this PhD thesis. These locations were described in detail in their 

related chapters while this chapter provides a brief summary for these study areas and 

the relevant data. A brief and general methodology is also introduced in this chapter 

whereas the specific methodology of the model development techniques are presented 

in detail in the other relevant chapters. To sum up, this chapter introduces the general 

procedure that was used to develop the hybridised data intelligent models for G 

forecasting. 

2.2 Study Area 
In order to develop the data intelligent G forecasting models, Queensland, Australia 

with a population of 4.75 million and an area of 1.85 million 𝑘𝑚2 (Grinham et al. 

2018) is used as the primary study area. Between 2017 and 2018, Queensland, located 

between 20.9176° S (latitude) and 142.7028° E (longitude), had the third fastest 

growing city in Australia (Brisbane) with a 50,100 increase in population (Australian 

Bureau of Statistics 2019). The same source also pointed out that overseas and internal 

migrations, as well as natural increase, each represented about one third of Brisbane's 

population growth. While Queensland is the fastest growing State in Australia, it is 

also the most decentralised of all the mainland States, with 49% of the population 

living in the capital city, compared with 68% in other States and it has strong business 

and employment opportunities that encourage people to live in Queensland 

(Queensland Government 2019). At the same time, due to the increase in electricity 

demand, consumers have required the use of larger and more remote generators, so 

Queensland’s network has become more discrete than any other State (Quezada et al. 

2014). As the political momentum continues to encourage the building of more 

generators, the national electricity market, managed by the Australian Energy Market 

Operator (AEMO) has been established to link all eastern Australian States (Quezada 
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et al. 2014). Consequently, energy demands of G data are most likely to be affected in 

Queensland due to the influence of the reasons given above. 

Specifically, the first and the second objectives of this study are focussed on the 

whole of Queensland, which is located on the north-east of Australia. On the other 

hand, as Queensland has several distinct regions that have different weather affecting 

the use of the G data, the second objective is based on suburbs in the cities of Brisbane, 

Gold Coast, Sunshine Coast, Logan, Ipswich, Redlands, and Moreton Bay located in 

southeast Queensland, which covers more than 200 areas, to investigate the impact of 

the climate and weather factors on G data. Due to data limitations, such as missing 

points, zeros, negative values, absent G values for previous or subsequent years, and 

difficulties in matching G data with corresponding predictor (input) datasets, only 

eight areas, including Beerwah, Burpengary, Ipswich South, Narangba, Redcliffe, 

Redland Bay, Wynnum, and Zillmere were selected after examining all the station 

datasets. Finally, the fourth study objective uses data from three regional campuses 

(Toowoomba, Ipswich and Springfield) at the University of Southern Queensland 

(USQ), Australia.  

2.3 Data Description 

To develop data intelligent G forecasting models, a variety of sources have been used 

to extract the required data for this study. The details of these data with their respective 

sources are described in Table 2.1. 

For objective 1, the aggregated data from entire State of Queensland (QLD), 

Australia were used and extracted from the Australian Energy Market Operator 

(AEMO) (Australian Energy Market Operator 2016) for the period of 01-January-2012 

to 31-December-2015. AEMO prepares the seasonal peak G and energy consumption 

forecasts for the QLD region of the National Electricity Market (NEM). AEMO 

provides half-hourly QLD G values in megawatt where each day’s electricity is 

divided into 48 periods, which correspond with the NEM settlement periods. Period 1 

is from midnight to 0:30 am Eastern Standard Time (EST). To expand the forecasting 

horizon to 1.0 h and 24 h periods to obtain G values, an arithmetic averaging of the 

half-hourly data was performed. Consequently, three forecast horizons of 0.5 h, 1.0 h 

and 24 h were presented utilising data from periods 01-12-2015 to 31-12-2015, 01-11-
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2015 to 31-12-2015, and 01-01-2012 to 31-12-2015, respectively. Chapter 3 provides 

more details of these data. 

Table 2.1: Details of all data used in this study. 

Objective Data type Source 
Study period 

(dd-mm-yyyy) 

Forecast 

horizon 

Objective one 

(Chapter 

three) 

(Paper one) Electricity 

demand data 

(G) 

Australian 

Energy 

Market 

Operator 

(2016) 

01-12-2015 

to 

31-12-2015 

Half-hourly 

(0.5 h) 

01-11-2015 

to 

31-12-2015 

Hourly (1.0 h) 

01-01-2012 

to 

31-12-2015 

Daily (24 h) 

Objective two 

(Chapter 

four) 

(Paper two) 

01-01-2012 
to 

31-12-2016 

Weekend 

Working days 

Whole week 

01-01-2000 
to 

31-12-2016 

Public holiday 

Monthly 

Objective 

three 

(Chapter five) 

(Paper three) 

Meteorological 
variables 

Scientific 

Information 

for Land 

Owners 

(SILO) 

(Jeffrey et 

al. 2001) 

01-07-2014 

to 

30-06-2017 

 

and 

 

01-07-2014 

to 

29-06-2017 

Six-hourly 

(6 h) 

 

 

and 

 

 

Daily Atmospheric 
Parameters 

Interim ERA 
European 
Center for 
medium-

range 
weather 

forecasting 
reanalysis 
(ECMWF 
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reanalysis) 

(Dee et al. 

2011) 

Electricity 

demand data 

(G) 

Energex 

(2018) 

Objective 

four 

(Chapter six) 

(Paper four) 

Electricity 

demand data 

(G) 

Campus 

services of 

the 

University 

of Southern 

Queensland 

(USQ), 

Australia 

01-01-2013 
to 

31-12-2014 

Toowoomba 
campus 

(Main feed) 

Daily 

01-09-2015 
to 

31-08-2016 

Ipswich 
campus 

(Main feed) 

01-09-2015 
to 

31-08-2016 

Springfield 
campus 

(A Block) 

 

For objective 2, the data from the same source as objective 1 were adopted. 

However, multiple datasets including both short-term [weekend (Saturday to Sunday), 

working days (Monday to Friday), whole week (Monday to Sunday), and public 

holiday], and long-term (monthly) horizons were used to forecast G. The 30-min data 

periods were converted to short and long terms by obtaining total values for each day 

and month, respectively. The datasets for the weekend, working days and whole week 

were collected from 01-01–2012 to 31–12–2016 and the dataset for the public holidays 

and monthly horizons were collected from 01-01–2000 to 31–12–2016. Chapter 4 

provides more details of these data. 

For objective 3, a wide range of datasets extracted from three sources: Scientific 

Information for Land Owners (SILO) (Jeffrey et al. 2001) and the European Centre for 

Medium-Range Weather Forecast (ECMWF) models (Dee et al. 2011) for the input 

variables, and Energex (Energex 2018) for the target variable (G) was used. Based on 
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the eight stations of Burpengary, Ipswich South, Narangba, Redcliffe, Redland Bay, 

Wynnum, and Zillmere that are located in southeast Queensland, data from 01/07/2014 

to 30/06/2017 for the 6-h forecast horizon, and 01/07/2014 to 29/06/ 2017 for the daily 

forecast horizon were used. The input variables included the six most relevant climate 

variables from SILO and 51 Reanalysis variables obtained from ECMWF were used 

to feed the models used in this objective. A complete list of theses variables, including 

their details with other Energex datasets details, are provided in Chapter 5. 

For objective 4, the daily electricity demand (G) data were obtained from the 

USQ, Australia. The data were collected from the three regional university campuses 

of Toowoomba, Ipswich and Springfield. The historical data were provided by the 

university campus services for the periods of 01-01-2013 to 31-12-2014 for the main 

feed of Toowoomba, 01-09-2015 to 31-08-2016 for the main feed and Building A 

block of Ipswich and Springfield, respectively. The actual data were recorded every 

15-minutes (96 times per day) in kilowatts (kW) where the daily data were performed 

by obtaining the summations of every 15-minute value. Chapter 6 provides more 

details of these data. 

2.4 General Methodology 
A number of necessary tasks were applied on the data prior to the model development 

step. Converting the inputs and the target data into their required forecast horizons and 

using the partial autocorrelation function (PACF) to select the best statistically 

significant lags from the target variable (G) were the first two steps used in all 

objectives of this thesis. Secondly, the data of the second objective were decomposed 

using an improved version of empirical mode decomposition with adaptive noise 

(ICEEMDAN) to address the non- stationarity issues associated with the data. The 

cross-correlation statistic was also adopted between the target (G) and the inputs (SILO 

and ECMWF data) to select the best input variables in the data of the third objective.  

For the last objective of this study, a calendar averaging technique and a suitable 

maximum overlap discrete wavelet transform (MODWT) were applied to fill all the 

missing values and decompose the input lag datasets into wavelet and scaling 

coefficients before running the model. Furthermore, the higher frequency data from 

inputs and target datasets of all study objectives were then normalized between zero 

and one using Eq. (1) to avoid large numeric ranges from the values of the predictor 

variables. Finally, the best parameters and boundary conditions of the models 
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developed in the respective objectives of this study were selected using optimisation 

and trial-and-error methods. The tasks above were described in detail in their 

respective chapters. 

𝑑𝑛𝑜𝑟𝑚 =
𝑑 − 𝑑𝑚𝑖𝑛

𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛
 

(1) 

where 𝑑𝑚𝑖𝑛 and 𝑑𝑚𝑎𝑥 are the minimum and maximum values of 𝑑, respectively, while 

𝑑𝑛𝑜𝑟𝑚 is the normalized value of 𝑑. 

In this thesis, various data intelligent G forecasting models and pre-processing 

methods were considered to evaluate their abilities to forecast G data over different 

horizons. The models were multivariate adaptive regression splines (MARS), support 

vector regression (SVR), autoregressive integrated moving average (ARIMA), M5 

model tree, artificial neural network (ANN), multiple linear regression (MLR) and 

online sequential extreme learning machine (OS-ELM) models. Pre-processing 

approaches included ICEEMDAN, MODWT, grid search and PSO that were used to 

handle the non-stationarity features within the inputs and create a hybrid model. These 

techniques were necessary to increase the forecast accuracy by decomposing the data 

into low and high pass filters using ICEEMDAN and MODWT and selecting the best 

input parameters for the SVR model using the grid search and PSO tools. A trial-and-

error method was also utilized in this study to select the appropriate parameters of the 

ARIMA, MARS, ANN and OS-ELM models. Finally, the bootstrap (B) technique was 

incorporated in this study to create an ensemble model that has a well ability to 

estimate the forecast uncertainty.  

In literature, the MARS model is based on basis functions for each spline and can 

be developed with linear and cubic regression (Friedman 1991). According to Yu, 

Chen and Chang (2006), the SVR model, first introduced by (Vapnik 1998), is run by 

the principle of structural risk minimization (SRM) that aims to decrease the 

overfitting data by minimizing the expected error of a learning machine. Additionally, 

the time series ARIMA model, the popular approach for data forecasting, was 

investigated by the work of Box and Jenkins (1976). Although the MLR model is a 

statistical technique that examines the cause and effect relationship between objective 

(G) and predictor variables (Deo & Şahin 2017), the ANN model, a powerful and 

useful data-driven algorithm, has a better ability to capture and represent the 

relationships between complex predictor and target variables (Govindaraju 2000; 
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Abbot & Marohasy 2012; Şahin, Kaya & Uyar 2013; Abbot & Marohasy 2014; Deo 

& Şahin 2015). In a range of forecasting applications, the OS-ELM model is 

considered a fast and precise data intelligent approach that can offer better 

performance compared to other algorithms (Liang et al. 2006; Lan, Soh & Huang 

2009). On the other hand, ICEEMDAN, MODWT, PSO and B are robust pre-

processing approaches that have been applied in several forecasting studies to improve 

traditional models, selecting the best parameters for models and generating prediction 

bands through an ensemble model (Tiwari & Adamowski 2013; Li & Li 2016; Quilty 

& Adamowski 2018). 

For the half-hourly (0.5 h), hourly (1.0 h) and daily (24 h) forecasting horizons 

presented in Chapter 3 (objective 1), the MARS and SVR models were used and 

developed against the AEIMA model. In contrast, the two phase ICEEMDAN-PSO-

SVR model was adopted and compared with the ICEEMDAN-MARS, ICEEMDAN-

M5 model tree, PSO-SVR, MARS, and M5 model tree for the short-term (weekend, 

working days, whole week, and public holiday), and long-term (monthly) horizons 

developed in Chapter 4 (objective 2). In Chapter 5 (objective 3) that presents 6.0 hour 

and daily horizons, the ANN and hybrid ANN models were developed versus the 

MARS, MLR and ARIMA models. Finally, the MODWT-PACF-OS-ELM (MPOE) 

model was introduced in comparison with its traditional model of PACF-OS-ELM 

(POE) for the daily horizon in Chapter 6 (objective 4). Figure 2.1 classifies the models 

above into their respective chapters while the details of the theoretical backgrounds 

and methods developments were presented in each related chapter. To sum up, the 

novel and main hybrid models developed in this study were: 

1- The MARS model for 30 minute and hourly forecast horizons and the SVR 

model for the daily forecast horizon presented in Chapter 3. The PACF 

technique was used to select the significant lag (input) variables from the target 

variable (G). 

2- The two phase ICEEMDAN-PSO-SVR for multiple forecasting horizons 

including whole weeks (daily), weekends, working days, public holidays, and 

monthly. The ICEEMDAN was adopted to decompose the target data (G) into 

intrinsic mode functions (IMF) and a residual component while the PSO was 

used to select the best parameters of the SVR model. The details of the model 

development steps are clearly shown in Fig. 3 (Chapter 4).  
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3- The ANN and hybrid ANN models integrated with extensive climate and 

atmospheric datasets for 6-hour and daily G forecasting horizons. A new and 

novel approach for energy demand forecasting was presented using this 

method in Chapter 5 where a large number of ANN models were developed. 

4- The MODWT-PACF-OS-ELM (MPOE) model for the daily forecasting 

horizon. This model was introduced in Chapter 6 to address objective 4 of this 

study where the PACF was applied to select the significant (lagged) input 

variables whereas the MODWT algorithm was utilized before running the OS-

ELM model to address non-stationarity problems by decomposing these lag 

variables into wavelet and scaling coefficients. 

 

Figure 2.1: Types of data intelligent models developed in each chapter (objective) in 

this doctoral thesis. 

Data 
intelligent G
forecasting 

models

MARS and SVR
vs.

ARIMA
(First objective)

(Chapter 3)

MODWT-PACF-OS-ELM 
(MPOE)

vs.
PACF-OS-ELM (POE) 

(Fourth objective)
(Chapter 6)

ANN and Hybrid ANN
vs.

MARS, MLR and ARIMA
(Third objective)

(Chapter 5)

ICEEMDAN-PSO-SVR
vs.

ICEEMDAN-MARS, 
ICEEMDAN-M5 model 
tree, PSO-SVR, MARS 

and M5 model tree
(Second objective)

(Chapter 4)
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In this doctoral thesis, a wide range of statistical criteria including correlation 

coefficient (r), root-mean square error (RMSE), mean absolute error (MAE), relative 

root-mean square error (RRMSE% or 𝑅𝑀𝑆𝐸�̅�%), and relative mean absolute error 

(MAPE% or 𝑀𝐴𝐸�̅�%), Willmott’s Index (WI), Nash–Sutcliffe efficiency coefficient 

(ENS) and Legates and McCabe’s Index (𝐸𝐿𝑀 or LM) were employed to evaluate the 

performance of the models to forecast G data. The details and mathematical equations 

for these statistical indices are shown in each chapter in this thesis. Additionally, 

several plots including empirical cumulative distribution function (ECDF), box plots, 

scatter diagram, histogram, time series plot, relative error analysis plot, bar graphs, 

and Taylor plots were also introduced to assess the ability of the models developed in 

this study for G forecasting.
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Chapter 3: Short-Term Electricity Demand 
Forecasting Using Queensland’s Aggregated Data 

3.1 Foreword 
This chapter presents an exact copy of the published article in Advanced Engineering 

Informatics journal (Vol. 35, Pages 1-16). 

In this work, the candidate develops and discuss the application of three data 

intelligent models of multivariate adaptive regression splines (MARS), support vector 

regression (SVR), and autoregressive integrated moving average (ARIMA) on 30 

minutes hourly, and daily forecast horizons. Electricity demand (G) data for whole 

Queensland, Australia are used to develop and evaluate the models. The partial 

autocorrelation function (PACF) is adopted to historical G data to select the best inputs 

for the MARS and SVR while a single input from original G data is used to develop 

the univariate ARIMA model. A novel contribution and advancement of electricity 

demand forecasting in Queensland, Australia has been introduced in this chapter by 

applying the SVR, MARS and ARIMA approaches that have not been used in a 

forecasting study published before this paper for energy demand in Queensland. 

3.2 Research Highlights 
 Short-term (0.5, 1.0 and 24h) energy demand is forecasted with MARS, SVR 

and ARIMA model in Queensland. 

 For very short-term forecasting horizon (0.5 & 1.0h), MARS outperforms SVR 

and ARIMA. 

 SVR performs better than MARS and ARIMA for daily (24 h) forecasting 

horizon. 

 SVR and MARS are useful tools for real-time forecasting of energy demand. 

3.3 Published Article I



Contents lists available at ScienceDirect
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Accurate and reliable forecasting models for electricity demand (G) are critical in engineering applications. They
assist renewable and conventional energy engineers, electricity providers, end-users, and government entities in
addressing energy sustainability challenges for the National Electricity Market (NEM) in Australia, including the
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techniques are based on the Multivariate Adaptive Regression Spline (MARS), Support Vector Regression (SVR),
and Autoregressive Integrated Moving Average (ARIMA) models. This study is focused in Queensland, Australia’s
second largest state, where end-user demand for energy continues to increase. To determine the MARS and SVR
model inputs, the partial autocorrelation function is applied to historical (area aggregated) G data in the training
period to discriminate the significant (lagged) inputs. On the other hand, single input G data is used to develop
the univariate ARIMA model. The predictors are based on statistically significant lagged inputs and partitioned
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86.502MW), respectively. In contrast, the SVR model is superior to the MARS and ARIMA models for the daily
(24 h) forecasting horizon demonstrating a greater WI (0.890) and MAE (162.363MW). Therefore, the MARS
and SVR models can be considered more suitable for short-term G forecasting in Queensland, Australia, when
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1. Introduction

Electricity load forecasting (also referred to as demand and abbre-
viated as G in this paper, MW) plays an important role in the design of
power distribution systems [1,2]. Forecast models are essential for the
operation of energy utilities as they influence load switching and power
grid management decisions in response to changes in consumers’ needs
[3]. G forecasts are also valuable for institutions related to the fields of
energy generation, transmission, and marketing. The precision of G es-
timates is critical since a 1% rise in load forecasting error can lead to a
loss of millions of dollars [4–6]. Over- or under-projections of G can
endanger the development of coherent energy policies and hinder the
sustainable operation of a healthy energy market [7]. Furthermore, de-
mographic, climatic, social, recreational, and seasonal factors can impact
the accuracy of G estimates [1,8,9]. Therefore, robust forecasting models
that can address engineering challenges, such as minimizing predictive
inaccuracy in G data forecasting, are needed to, for example, support the
sustainable operation of the National Electricity Market (NEM).

Qualitative and quantitative decision-support tools have been useful
in G forecasting. Qualitative techniques, including the Delphi curve
fitting method and other technological comparisons [6,10,11], accu-
mulate experience in terms of real energy usage to achieve a consensus
from different disciplines regarding future demand. On the other hand,
quantitative energy forecasting is often applied through physics-based
and data-driven (or black box) models that draw upon the inputs re-
lated to the antecedent changes in G data. The models’ significant
computational power has led to a rise in their adoption [12]. Data-
driven models, in particular, have the ability to accurately forecast G,
which is considered a challenging task [6]. Having achieved a sig-
nificant level of accuracy, data-driven models have been widely
adopted in energy demand forecasting (e.g., [13,14]). Autoregressive
Integrated Moving Average (ARIMA) [15], Artificial Neural Network
(ANN) [16], Support Vector Regression (SVR) [17], genetic algorithms,
fuzzy logic, knowledge-based expert systems [18], and Multivariate
Adaptive Regression Splines (MARS) [19] are among the popular
forecasting tools used by energy researchers.

The SVR model, utilised as a primary model in this study, is governed
by regularization networks for feature extraction. The SVR model does
not require iterative tuning of model parameters [20,21]. Its algorithm is
based on the structural risk minimization (SRM) principle and aims to
reduce overfitting data by minimizing the expected error of a learning
machine [21]. In the last decades, this technique has been recognized
and applied throughout engineering, including in forecasting (or re-
gression analysis), decision-making (or classification works) processes
and real-life engineering problems [22]. Additionally, the SVR models
have been shown to be powerful tools when a time-series (e.g., G) needs
to be forecasted using a matrix of multiple predictors. As a result, their
applications have continued to grow in the energy forecasting field. For
example, in Turkey (Istanbul), several investigators have used the SVR
model with a radial Basis Kernel Function (RBF) to forecast G data [23].
In eastern Saudi Arabia, the SVR model generated more accurate hourly
G forecasts than a baseline autoregressive (AR) model [24]. In addition,
different SVR models were applied by Sivapragasam and Liong [25] in
Taiwan to forecast daily loads in high, medium, and low regions. In their
study, the SVR model provided better predictive performance than an
ANN approach for forecasting regional electric loads [29]. Except for one
study that confirmed SVR models’ ability to forecast global solar radia-
tion [17], to the best of the authors’ knowledge, a robust SVR forecasting
model has been limitedly applied for energy demand. Thus, additional
studies are needed to explore SVR modelling in comparison to other
models applied in G forecasting.

Contrary to the SVR model, the MARS model has not been widely
tested for G forecasting. It is designed to adopt piecewise (linear or cubic)
basis functions [26,27]. In general, the model is a fast and flexible sta-
tistical tool that operates through an integrated linear and non-linear
modelling approach [28]. More importantly, it has the capability of

employing a set of basic functions using several predictor variables to
assess their relationship with the objective variable through non-linear
and multi-collinear analysis. This is important for demand forecasting
based on interactions between different variables and the demand data.
Although the literature on MARS models applied in the field of G fore-
casting is very scarce, this model has proven to be highly accurate in
several estimation engineering challenges. Examples may be drawn from
studies that discuss doweled pavement performance modelling, determi-
nation of ultimate capacity of driven piles in cohesionless soil, and ana-
lysis of geotechnical engineering systems [29–31]. In Ontario (Canada),
the MARS model was applied, through a semiparametric approach, for
forecasting short-term oil prices [32] and investigating the behaviour of
short-term (hourly) energy price (HOEP) data through lagged input
combinations [8]. Sigauke and Chikobvu [19] tested the MARS model for
G forecasting in South Africa; this demonstrated its capability of yielding
a significantly lower Root Mean Square Error (RMSE) when compared to
piecewise regression-based models. However, despite its growing global
applicability (e.g., [26,27,33–35]), the MARS model remains to be ex-
plored for G forecasting in the present study region.

In the literature, the ARIMA model has generated satisfactory results
for engineering challenges including the forecasting of electricity load
data [15], oil [32], and gas demand [36]. A study in Turkey applied a co-
integration method with an ARIMA model for G-estimation and com-
pared results with official projections. It concluded that approximately
34% of the load was overestimated when compared to measured data
from the ARIMA model [8]. Several studies have indicated that the
ARIMA model tends to generate large errors for long-range forecasting
horizons. For example, a comparison of the ARIMA model, the hybrid
Grey Model (GM-ARIMA), and the Grey Model (GM(1, 1)) for forecasting
G in China showed that GM (1, 1) outperformed the ARIMA model [37].
Similarly, a univariate ARAR model (i.e., a modified version of the
ARIMA model) outperformed a classical ARIMA model in Malaysia [38].
However, to the best of the authors’ knowledge, a comparison of the
MARS, SVR, and ARIMA methods, each having their own merits and
weaknesses, has not been undertaken in the field of G forecasting.

To explore opportunities in G forecasting, this paper discusses the
versatility of data-driven techniques (multivariate MARS and SVR
models and the univariate ARIMA model) for short-term half-hourly
(0.5 h), hourly (1.0 h) and daily (24 h) horizon data. The study is ben-
eficial to the field of power systems engineering and management since
energy usage in Queensland continues to face significant challenges,
particularly as it represents a large fraction (i.e., 23%) of the national
2012–2013 averaged energy demand [39]. The objectives of the study
are as follows: (1) To develop and optimise the MARS, SVR, and ARIMA
models for G forecasting using lagged combinations of the state-ag-
gregated G data as the predictor variable; (2) To validate the optimal
MARS, SVR, and ARIMA models for their ability to generate G forecasts
at multiple forecasting horizons (i.e., 0.5, 1.0 and 24 h); and (3) To
evaluate the models’ preciseness over a recent period, [01-01-2012 to
31-12-2015 (dd-mm-yyyy)], by employing robust statistical metrics
comparing forecasted and observed G data obtained from the Australian
Energy Market Operator (AEMO) [40]. To evaluate and reach these
objectives, this paper is divided into the following sections: Section 2
describes the theory of SVR, MARS, and ARIMA models; Section 3
presents the materials and methods including the G data and model
development and evaluation; Section 4 presents the results and dis-
cussion; and Section 5 further discusses the results, research opportu-
nities, and limitations. The final section summarizes the research
findings and key considerations for future work.

2. Theoretical background

2.1. Support Vector regression

An SVR model can provide solutions to regression problems with
multiple predictors = =

=X x{ }i i
i n

1 , where n is the number of predictor
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variables and each xi has N variables. These are linked to an objective
variable = =

=y y{ }i i
i N

1 . The matrix X is converted to a higher-dimensional
feature space, in accordance with the original, but constitutes a lower-
dimensional input space [41,42]. With an SVR model, a non-linear re-
gression problem is defined as [43]:

= = ∅ +y f X ω X b( ) · ( ) (1)

where b is a constant, ω is the weighted vector, and ∅ X( ) denotes the
mapping function employed in the feature space. The coefficients ω and
b are estimated by the minimisation process below [43]:
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where C and ε are the model’s prescribed parameters. The term of w‖ ‖1
2

2

measures the smoothness of the function and C evaluates the trade-off
between the empirical risk and smoothness. ξ and ∗ξ are positive slack
variables representing the distance between actual and corresponding
boundary values in the ε-tube model of function approximation.

After applying Lagrangian multipliers and optimising conditions, a
non-linear regression function is obtained [43]:

∑= − +
=

=
∗f X α α K x x b( ) ( ) ( , )

i

i N

i i i j
1 (4)

where αi and ∗αi are Lagrangian multipliers and the term K x x( , )i j is the
kernel function describing the inner product in D-dimensional feature
space, ∊x x Xandi j [43]. Under Kuhn-Tucker conditions, a limited
number of αi and ∗αi coefficients will be non-zero [17]. The associated
data points, termed the “support vectors”, lie the closest to the decision
surface (or hyperplane) [17]. The radial basis function (RBF) employed
in developing the SVR model in this study, can be expressed as [44]:

⎜ ⎟= ⎛
⎝

− − ⎞
⎠

K x x
x x

σ
( , ) exp

‖ ‖
2i j
i j

2

2 (5)

where xi and xj are the inputs in the ith and jth respective dimensions
and σ is the kernel width. Over the training period, the support vectors’
area of influence with respect to input data space is determined by
kernel width (σ) and regulation (C). Deducing these can represent a
critical task for achieving superior model accuracy [17]. This is per-
formed through a grid-search procedure (Section 3.2).

2.2. Multivariate adaptive regression splines

The MARS model, first introduced by Friedman [28], implements
the piecewise regression process for feature identification of the input
dataset. In addition, it has the capability to flexibly and efficiently
analyse the relationships between a given predictand (i.e., the G in
context of the present study) and a set of predictor variables (i.e., the
lagged combinations of G). In general, the MARS model can analyse
non-linearities in predictor-predictand relationships when forecasting a
given predictand [45].

Assuming two variable matrices, X and y, where X is a matrix of
descriptive variables (predictors) over a domain ⊂D n, = =

=X x{ }i i
i n

1 ,
and y is a target variable (predictand), there are then N realizations of
the process …y x x x{ , , , , }i i i ni

N
1 2 1 [8]. Consequently, the MARS model re-

lationship between X and y is demonstrated below [28]:

̂ ∑= = +
=

y f X a a BF( )
m

M

m m0
1 (6)

where a0 is a constant, a{ }m
M
1 are the model coefficients estimated to

produce data-relevant results, M is the number of subregions ⊂R Dm or

the equivalent basis functions in MARS, and BF X( )m is a spline function
defined as C X s t t t( | , , , )1 2 . In the latter, < <t t t1 2, and s have a value of +1
or −1 for a spline basis function or its mirror image, respectively.

The Generalized Cross-Validation criterion GCV( ) used by the MARS
model assesses the lack-of-fit of the basis functions through the Mean
Square Error (MSE) [28] and is expressed as:

= ⎡
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2
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where ̂= ∑ − ⎡
⎣

− ⎤
⎦=
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i i

G M
N

1
1

2 ( ) 2
is a penalty that ac-

counts for an increasing variance from a complex model.
∼G MFurthermore, ( ) is defined as [28]:

= +∼G M C M v M( ) ( ) · (8)

where v is a penalty factor with a characteristic value of v=3 and
C M( ) is the number of parameters being fitted.

The MARS model with the lowest value of the GCV for the training
dataset is considered the optimal model.

2.3. Autoregressive integrated moving average

Relying on the antecedent data to forecast G, the ARIMA model
constitutes a simplistic, yet popular approach applied for time-series
forecasting. ARIMA was popularized by the work of Box and Jenkins
[46]. To develop the ARIMA model, two types of linear-regressions are
integrated: the Autoregressive (AR) and the Moving Average (MA) [46].

The AR model is written as [46]:

= + + …+ +− −y c a y a y ut t p t p t1 1 (9)

where …a a, , p1 are the AR parameters, c is a constant, p is the order of
the AR, and ut is the white noise.

Likewise, the MA model can be written as [46]:

= + + + …+− −y μ u m u m ut t t q t q1 1 (10)

where …m m, , q are the MA parameters, q is the order of MA,
…− −u u u, , ,t t t q1 are the white noise (error) terms, and μ is the expectation

of yt .
By integrating these models with the same training data, the ARIMA

model [ARIMA p q( , )] becomes [46]:

= + + …+ + + + …+− − − −y c a y a y u m u m ut t p t p t t q t q1 1 1 1 (11)

where p and q are the autoregressive and moving average terms, re-
spectively.

The basic premise of this model is that time-series data incorporates
statistical stationarity which implies that measured statistical proper-
ties, such as the mean, variance, and autocorrelation remain constant
over time [47]. However, if the training data displays non-stationarity,
as is the case with real-life predictor signals (e.g., G data), the ARIMA
model requires differenced data to transform it to stationarity. This is
denoted as ARIMA p d q( , , ) where d is the degree of differencing [37].

3. Materials and methods

3.1. Electricity demand data

In this study, a suite of data-driven models was developed for short-
term G forecasting in Queensland, Australia. The predictor data, com-
prised of half-hourly (48 times per day) G records for a period between
01-01-2012 to 31-12-2015 (dd-mm-yyyy), was acquired from the
Australian Energy Market Operator (AEMO) [40]. The AEMO database
aims to provide G data, in terms of relevant energy consumption, for the
Queensland region of the NEM. Hence, these data have been previously
used in various forecasting applications (e.g., [48,49]). However, they
have not been employed in machine learning models as attempted in
the present study.

M.S. Al-Musaylh et al. Advanced Engineering Informatics 35 (2018) 1–16

19



In the present study, the 0.5 h time-step corresponds to the NEM
settlement periods 1 (0:00 h–0:30 h) through 48 (23:30 h–24:00 h). The
0.5 h interval readings, reported in other research works (e.g., [48,49]),
were thus used for short-term forecasting of the G data. To expand the
forecasting horizon to 1.0 h and 24 h periods to obtain G values, an
arithmetic averaging of the half-hourly data was performed. The MARS,
SVR, and ARIMA models considered in this paper, developed and
evaluated 0.5 h, 1.0 h and 24 h forecasts utilising data from periods 01-
12-2015 to 31-12-2015, 01-11-2015 to 31-12-2015, and 01-01-2012 to
31-12-2015, respectively. In principle, the number of predictive fea-
tures remained similar throughout (i.e., approximately 1460 data points
for each horizon).

Fig. 1(a–d) depicts plots of the aggregated G data for the Queens-
land region, whereas Table 1 provides its associated descriptive statis-
tics. The stochastic components, present in G data at the 0.5 h and 1.0 h
time-scales, exhibit fluctuations due to the change in consumer elec-
tricity demands. This is confirmed by the large standard deviation and
high degree of skewness observed for the 0.5 h and 1.0 h scale when
compared to those associated with the 24 h scale in Table 1.

3.2. Forecast model development

Data-driven models incorporate historical G data to forecast future
G values. The initial selection of (lagged) input variables to determine
the predictors is critical for developing a robust multivariate (SVR or
MARS) model [17,26]. The literature outlines two input selection
methods for determining the sequential time series of lagged G values
that provide an optimal performance. These are (i) trial and error and
(ii) an auto-correlation function (ACF) or partial auto-correlation

function (PACF) approach. For this study, patterns were analysed in
historical G data from the training period using the ACF and PACF to
extract correlation statistics [50–52]. This approach employed time-
lagged information to analyse the period between current and ante-
cedent G values at specific points in the past (i.e., applying a time lag)
and assessed any temporal dependencies existing in the time-series.
Subsequently, inputs for each time lag (0.5 h, 1.0 h, 24 h) were identi-
fied by statistical verification of lagged G combinations and their re-
spective correlation coefficient (r).

The PACF for G data, depicted in Fig. 2, aided in identifying po-
tential inputs for data-driven models. The method computed a time-
series regression against its n-lagged-in-time values that removed the
dependency on intermediate elements and identified the extent to
which G was correlated to the antecedent timescale value. Conse-
quently, the statistically correlated signal G (t) and the respective n-
lagged signals were selected. This procedure developed forecast models
that considered the role of memory (i.e., antecedent G) in forecasting
the current G. The 15 modelling scenarios, presented in Table 2, were
developed based on the MARS and SVR algorithms.

For the 0.5 h and 24 h forecasting horizons, the models employed
half-hourly and daily data from the 1-12-2015 to 31-12-2015 (≈1488
data points) and 1-1-2012 to 31-12-2015 (≈1461 data points) time
periods, respectively. The MARS and SVR models were built with 1–3
statistically significant lagged input combinations (3 representing the
maximum number of lags of significant G data) and denoted asT T,1 2 and
T3 for 0.5 h, and D D,1 2 and D3 for 24 h, respectively. Similarly, the 1.0 h
forecasting horizon for the MARS and SVR models were constructed
from data over the period 1-11-2015 to 31-12-2015 (≈1464 data
points), built with 1–6 statistically significant lagged input

4500

5500

6500

7500

0 48 96 144

4500

5500

6500

7500

0 365 730 1095 1460
5000

6000

7000

0 5 10 15 20 25 30 35 40 45 50 55 60

4500

5500

6500

7500

0 48 96 144 192 240 288

(a) 

(d) 

(b) 
0.5 h 1.0 h 

24 h 24 h 

G
 (M

W
) 

G
 (M

W
) 

Data point (every 0.5 h): 25 to 30-12-2015 Data point (every 1.0 h): 25 to 30-12-2015 

Data point (every 24 h): 01-11 to 30-12-2015 Data point (every 24 h): 01-01-2012 to 30-12-2015 

(c) 

Fig. 1. Time-series of electricity demand (G) data
and various forecasting periods.

Table 1
Descriptive statistics of the electricity demand (G) (MW) data aggregated for the Queensland (QLD) study region.

Forecast horizon (h) Data Period (dd-mm-yyyy) Minimum (MW) Maximum (MW) Mean (MW) Standard deviation (MW) Skewness Flatness

0.5 01-12 to 31-12-2015 4660.55 8402.56 6318.42 802.67 0.17 −0.85
1.0 01-11 to 31-12-2015 4668.66 8393.81 6323.48 806.06 0.11 −0.83
24 01-01-2012 to 31-12-2015 4896.05 7165.54 5827.85 414.81 0.54 0.36
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combinations (6 representing the maximum number of significant
lagged G values), and denoted as …H H, , ,1 6 respectively.

To determine the effect of data length, the short-term (0.5 h) fore-
casting horizon scenario was studied using data from the 15-12-2015 to
31-12-2015 period for the SVR and MARS models. A total of 817 data
points with 1–3 statistically significant lags were applied and denoted
as the Ta model. Furthermore, the Tb and Tc models used data from
period 21-12-2015 to 31-12-2015 and single-day data for 31-12-2015
which consisted of 529 data points and 48 data points with 1 or 2
statistically significant lags, respectively.

On the other hand, the univariate ARIMA model’s mechanism dif-
fers as it creates its own lagged data through the p and q parameters
developed in its identification phase seen in Table 3. Therefore, all
historical G data were used as a single input (with no lags) to identify
the ARIMA model for all forecasting horizons.

Table 2 and Fig. 2 contain further details regarding the forecast
models and their nominal designation. It should be noted that for the
baseline models, the input variables had a total of 1461–1488 data points.

There is no single method for dividing training and evaluation data
[17]. To deduce optimal models for G forecasting, data were split into
subsets as follows: 80% for training and 20% for evaluation (testing).
Given the chaotic nature of the input where changes in G seem to occur
at a higher frequency, the trained data required appropriate scaling to

avoid predictor values (and associated patterns/attributes) with large
numeric ranges from dominating attributes with narrower ones
[53,54]. Data were therefore normalized and bounded by zero and one
through the following expression [17]:

= −
−

x x x
x xnorm

min

max min (12)

where x is any given data value (input or target), xmin is the minimum
value of x, xmax is the maximum value of x, and xnorm is the normalized
value of the data.

The SVR models were developed by the MATLAB-based Libsvm
toolbox (version 3.1.2) [55]. The RBF (Eq. (5)) was used to map non-
linear input samples onto a high dimensional feature space because it
examines the non-linearities between target and input data [53,54] and
outperforms linear-kernel-based models in terms of accuracy [42,56].
The RBF is also faster in the training phase [57,58] as demonstrated in
[41]. An alternative linear kernel is a special case of the RBF [56],
whereas the sigmoid kernel behaves as the RBF kernel for some model
parameters [54].

Furthermore, the selection of C and σ values is crucial to obtain an
accurate model [59]. For this reason, a grid search procedure, over a
wide range of values seeking the smallestMSE, was used to establish the
optimal parameters [53]. Fig. 3(a) illustrates a surface plot of the MSE

Fig. 2. Correlation coefficient (r) based on the partial
autocorrelation function (PACF) of predictors (i.e.,
electricity demand, G) used for developing the sup-
port vector regression (SVR) and multivariate regres-
sion splines (MARS) models. Statistically significant
lags at the 95% confidence interval are marked (blue).
(For interpretation of the references to colour in this
figure legend, the reader is referred to the web version
of this article.)
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with respect to different regularisation constants C and σ (kernel width)
values for the SVR model used in 1.0 h forecasting. In this case, the
optimal model H4 attained an MSE of ≅ 0.0001 MW2 for C=1.00 and
σ=48.50. Table 3 lists the optimal values of C and σ that are unique to
each SVR model.

Alternatively, the MARS model adopted the MATLAB-based
ARESLab toolbox (version 1.13.0) [60]. Two types of MARS models are
possible and employ cubic or linear piecewise formula as their basis
functions. In this study, a piecewise cubic model was adopted since it

provided a smoother response in comparison to a linear function [61].
Moreover, generalized recursive partitioning regression was adopted
for function approximation given its capacity to handle multiple pre-
dictors [8]. Optimisation operated in two phases: forward selection and
backward deletion. In the forward phase, the algorithm ran with an
initial ‘naïve’ model consisting of only the intercept term. It iteratively
added the reflected pair(s) of basis functions to yield the largest re-
duction in training the MSE. The forward phase was executed until one
of the following conditions was satisfied [62]:

Table 2
Model designation for the MARS, SVR and ARIMA for 0.5 h, 1.0 h and 24 h forecast horizons.

Model Period of G data studied (dd-mm-yyyy) No. data points No. significant lags (* = all lags)

1-1-2012 to 31-
12-2015

1-11-2015 to 31-
12-2015

31-12-
2015

21-12-2015 to
31-12-2015

15-12-2015 to
31-12-2015

1-12-2015 to 31-
12-2015

1 2 3 4 5 6

1461 1464 48 529 817 1488

Half-hourly (0.5 h) forecast horizon
MARS and

SVR
T1 × ×

T2 × ×
T3 × ×*
Ta × ×*

Tb × ×*

Tc × ×*
ARIMA ×
ARIMAa ×

ARIMAb ×

ARIMAc ×

Hourly (1.0 h) forecast horizon
MARS and

SVR
H1 × ×

H2 × ×
H3 × ×
H4 × ×
H5 × ×
H6 × ×*
ARIMA ×

Daily (24 h) forecast horizon
MARS and

SVR
D1 × ×

D2 × ×
D3 × ×*
ARIMA ×

Table 3
Parameters for the SVR and ARIMA model presented in the training period for 0.5 h, 1.0 h and 24 h forecast horizons.

SVR* C σ MSE (MW2) ARIMA** p d q R2 σ2 L AIC RMSE (MW) MAPE (%)

0.5 h Forecast horizon
T1 0.19 256.0 0.0012
T2 1.74 256.0 0.0004
T3 1.00 147.0 0.0004 ARIMA 2 1 6 0.993 4966 −6738.5 13494.9 70.44 0.829
Ta 1.00 84.5 0.0005 ARIMAa 5 1 6 0.993 4042 −3623.2 7270.4 63.53 0.785

Tb 0.57 147.0 0.0004 ARIMAb 6 1 3 0.994 3553 −2319.6 4659.2 59.54 0.768

Tc 1.00 9.2 0.0011 ARIMAc 6 0 1 0.991 2170 −203.7 425.3 46.59 0.660

1.0 h Forecast horizon
H1 0.19 147.0 0.0041
H2 0.57 256.0 0.0010
H3 0.33 147.0 0.0010
H4 1.00 48.5 0.0001
H5 0.57 48.5 0.0008
H6 0.33 27.9 0.0007 ARIMA 5 1 5 0.981 12613 −7159.7 14341.2 112.26 1.366

24 h Forecast horizon
D1 0.06 3.0 0.0134
D2 0.19 27.9 0.0122
D3 0.33 27.9 0.0093 ARIMA 8 1 3 0.805 34015 −7736.7 15497.3 184.35 2.298

* C = cost function, σ= kernel width.
** d = degree of differencing, p = autoregressive term, q = moving average term, R2= coefficient of determination, σ2 = variance, L= log likelihood, AIC=Akaike information

criterion, MAPE=mean absolute percentage error, RMSE= root mean square error.
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(i) the maximum number of basis functions reached threshold rule
min [200, max(20, 2n) + 1], where n=the number of inputs;

(ii) adding a new basis function changed the coefficient of determi-
nation (R2) by less than 1× 10−4;

(iii) R2 reached ≈1;
(iv) the number of basis functions including the intercept term reached

the number of data observations; or
(v) the effective number of parameters reached the number of ob-

served data points.

In the deletion phase, the large model, which typically over-fits the
data, was pruned back one-at-a-time to reduce RMSE until only the
model’s intercept term remained. Subsequently, the model with lowest
Generalized Cross-Validation (GCV) was selected. The MARS model
H( )4 used for the 1.0 h forecasting horizon had 20 basis functions and
the lowest GCV at the pruning stage was indicated with 10 functions
(Fig. 3(b)). Table 4 shows the forecasting equations (in training per-
iods) with optimum basis functions BF( )m and the GCV for all forecast
horizons. A MARS model’s GCV statistic after the pruning stage should
be relatively small.

To offer a comparative framework for the SVR and MARS models, the
ARIMA model was developed using the R package [46,63]. Table 3 dis-
plays the ARIMA model’s architecture. Since many model identification
methods exist, a selection technique was implemented that considered
the coefficient of determination R( )2 , Akaike information criterion (AIC)
[64], log likelihood (L) [64] and the lowest variance (σ2).

Since G data was non-stationary as observed in Fig. 2, a differencing
process was applied to convert the G data to stationarity and satisfy the
ARIMA model’s input requirements as previously mentioned [46,63].
The requirement was confirmed by ensuring the results of autoarima
(AR) function [65] obtained the lowest standard deviation and AIC with
the highest L.

Additionally, the autoregressive (p), differencing (d), and moving
average terms (q) were determined iteratively [46]. The estimates of p
and q were obtained by testing reasonable values and evaluating how
the criteria, L AIC, σ, and R2, were satisfied. The fitted ARIMA model
was then optimised with ‘trial’ values of p d, , and q. The training

Fig. 3. Illustration of SVR and MARS model parameters for 1.0 h forecast horizon, H( )4

model.

Table 4
The MARS model forecast equation, = + ∑ =y a a BF X( )m

M
m m0 1 with optimum basis functions BF( )m , and generalized cross validation statistic GCV( ) in MW2 for all horizons, in the

training period.

MARS model Model Equation Opt. Basis Functions GCV MW( )2

0.5 h Forecast horizon
T1 = + −y BF BF0.461 0.992 0.9841 2 2 0.00109
T2 = + − − +y BF BF BF BF0.456 1.67 1.911 0.681 0.9441 2 3 4 4 0.00037
T3 = + − − + −y BF BF BF BF BF0.480 1.587 1.834 0.484 0.790 0.1041 2 3 4 5 5 0.00036
Ta = + − − + − +y BF BF BF BF BF BF1.251 1.475 1.641 0.481 0.525 0.176 0.1101 2 3 4 5 6 6 0.00043

Tb = + − − +y BF BF BF BF1.035 1.711 1.806 0.791 0.8341 2 3 4 4 0.00038

Tc = − + +y BF BF BF0.656 1.689 0.857 0.7851 2 3 3 0.00168

1.0 h Forecast horizon
H1 = + + − −y BF BF BF BF0.236 0.47 1.784 1.453 0.8491 2 3 4 4 0.0039
H2 = + − + + − −y BF BF BF BF BF BF0.139 0.277 0.837 1.319 1.538 2.171 0.3241 2 3 4 5 6 6 0.0010
H3 = + − + − − + +

− + − −

y BF BF BF BF BF BF BF

BF BF BF BF

0.926 3.131 3.417 1.011 0.339 1.616 2.092 0.201

0.465 2.773 1.417 1.829
1 2 3 4 5 6 7

8 9 10 11

11 0.0009

H4 = − + + − − − + +

− + −

y BF BF BF BF BF BF BF

BF BF BF

0.144 0.537 1.702 2.298 0.194 0.434 0.437 0.063

0.749 0.896 0.261
1 2 3 4 5 6 7

8 9 10

10 0.0009

H5 = − + − + + − + −

+ − − + + + −

y BF BF BF BF BF BF BF

BF BF BF BF BF BF BF

0.021 0.010 0.932 1.371 0.618 0.771 1.707 2.332

0.522 0.213 0.544 0.314 0.016 0.113 0.555
1 2 3 4 5 6 7

8 9 10 11 12 13 14

14 0.0009

H6 = + − − + − − +

− − + − −

y BF BF BF BF BF BF BF

BF BF BF BF BF

0.686 2.418 2.417 0.792 1.655 0.288 0.721 0.432

0.826 0.391 0.581 0.076 0.058
1 2 3 4 5 6 7

8 9 10 11 12

12 0.0008

24 h Forecast horizon
D1 = + + −y BF BF BF0.176 0.617 0.749 0.4481 2 3 3 0.01339
D2 = + + − − − − +y BF BF BF BF BF BF BF0.214 0.98 0.486 1.183 0.538 0.764 0.158 1.8201 2 3 4 5 6 7 7 0.01269
D3 = + − − + + − +

+ − − −

y BF BF BF BF BF BF BF

BF BF BF BF

0.092 1.106 0.487 0.387 0.592 1.872 0.864 0.400

0.750 0.819 1.197 1.528
1 2 3 4 5 6 7

8 9 10 11

11 0.01187
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performance was unique for each forecasting horizon and in accordance
with the goodness-of-fit parameters shown in Table 3.

3.3. Model performance evaluation

Error criteria were adopted to establish the accuracy of the data-
driven models. [66–71]. These include the Mean Absolute Error (MAE),
RMSE, relative error (%) based on MAE and RMSE values (MAEG and
RMSEG ), correlation coefficient r( ), Willmott’s Index (WI), the Nash–-
Sutcliffe coefficient E( )NS , and Legates and McCabe Index E( )LM
[41,67–69,72–74] represented below:
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where n is the total number of observed (and forecasted) values of G,Gi
for

is the ith forecasted value of G, G for is the mean of forecasted values,Gi
obs

is the ith observed value of G, Gobs is the mean of observed values.
The model statistics, obtained through equations (13)–(20), aimed

to assess the accuracy of the G forecasts with respect to observed G
values. For instance, the covariance-based metric r served to analyse
the statistical association between Gi

for and Gi
obs where =r 1 represents

an absolute positive (ideal) correlation; = −r 1, an absolute negative
correlation; and =r 0, a lack of any linear relationship between Gi

for

and Gi
obs data. According to the work of Chai and Draxler [70], the

RMSE is more representative than the MAE when the error distribution
is Gaussian. However, when it is not the case, the use of MAE, RMSE,
and their relative expressions, MAEG and RMSEG , can yield com-
plementary evaluations. Since other metrics can also assess model
performance [70], the ENS and WI were also calculated. A value of ENS
andWI near 1.0 represents a perfect match betweenGi

for and Gi
obs, while

a complete mismatch between the Gi
for and Gi

obs results in values of ∞
and 0, respectively. For example, when ENS, which is the ratio of the
mean square error to the variance in the observed data, equals 0.0, it
indicates that Gobs is as good a predictor as G ,i

for however, if ENS is less
than 0.0, the square of the differences between Gi

for and Gi
obs is as large

as the variability in Gi
obs and indicates that Gobs is a better predictor

than Gi
obs [74,75]. As a result, using a modified version of WI, which is

the Legates and McCabe Index ∞ ⩽ ⩽E( 1)LM [74], can be more ad-
vantageous than the traditional WI, when relatively high values are
expected as a result of squaring of differences [68,73]. On the other

hand, the MAEG and RMSEG were applied to compare forecasts at
different timescales that yield errors of different magnitudes (e.g.,
Fig. 2). According to [41,42,76,77], a model can be considered ex-
cellent when RMSEG < 10%, good if the model satisfies
10% < RMSEG < 20%, fair if it satisfies 20% < RMSEG < 30%,
and poor if >RMSE 30%G .

4. Results and discussion

Evaluation of the data-driven models’ ability to forecast the elec-
tricity demand (G) data for the 0.5 h, 1.0 h, and 24 h horizons is pre-
sented in this section using the statistical metrics from Eqs. (13)–(20).
Only optimum models with lowest MAE and largest r and WI are shown
in Table 5. Between the SVR and ARIMA models, the MARS model
yielded better G forecasting results for the 0.5 h and 1.0 h horizons. This
was evident when comparing the MARS T( b) model’s accuracy statistics
(r=0.993, WI=0.997, and MAE=45.363MW) with the equivalent
SVR T( )b and ARIMAb models’ results (r=0.990, WI=0.995
and MAE=55.915MW) and (r=0.423, WI=0.498 and
MAE=362.860MW), respectively.

While both the MARS and SVR models yielded accurate G forecasts
when predictor variables were trained for the data period from 21-12-
2015 to 31-12-2015, the ARIMA model attained the highest accuracy
for data trained in period 31-12-2015 (i.e., model ARIMAc; r=0.976,
WI=0.702 and MAE=237.746MW). Despite being significantly in-
ferior to the MARS and SVR models for longer periods, the ARIMA
models’ performance improved when a shorter data set (i.e., 31-12-
2015) was utilised. When the four ARIMA models for 0.5 h forecasting
horizons (developed in Table 3) were evaluated, an increase in the
correlation coefficient (0.128–0.976) was identified. In addition, a re-
spective decrease was observed in MAE and RMSE values
(475.087–237.746MW) and (569.282–256.565MW) respectively, with
parallel changes in WI and ENS values.

The analysis based on Fig. 1(a) confirmed that the ARIMA model
was most responsive in forecasting G data when input conditions had
lower variance, as detected in single day’s data (31-12-2015) in com-
parison to longer periods (1–12 to 31-12-2015). Therefore, the SVR and
MARS models had a distinct advantage over the ARIMA model when a
lengthy database was used for G forecasting. Furthermore, when
models were evaluated for the 1.0 h forecasting horizon (Table 5), the
MARS and SVR models H( )4 , with four sets of lagged input combina-
tions, were the most accurate and outperformed the best ARIMA model.

The MARS model was significantly superior to the SVR and ARIMA

Table 5
Evaluation of the optimal models attained for 0.5 h, 1.0 h and 24 h forecast horizons in
the test period.

Model Model Accuracy Statistics*

r WI ENS RMSE (MW) MAE (MW)

0.5 h Forecast horizon

TMARS( )b 0.993 0.997 0.986 57.969 45.363

TSVR( )b 0.990 0.995 0.980 70.909 55.915

ARIMAb 0.423 0.498 0.080 476.835 362.860

ARIMAc 0.976 0.702 −0.233 256.565 237.746

1.0 h Forecast horizon
HMARS( )4 0.990 0.994 0.978 106.503 86.502

HSVR( )4 0.972 0.981 0.930 189.703 124.453
ARIMA 0.401 0.381 0.144 665.757 555.637

24 h Forecast horizon
DMARS( )3 0.753 0.859 0.543 256.000 200.426

DSVR( )3 0.806 0.890 0.647 225.125 162.363
ARIMA 0.289 0.459 −1.018 538.124 474.390

* r= correlation coefficient, ENS=Nash–Sutcliffe coefficient, MAE=mean absolute
error, RMSE= root mean square error, WI=Willmott’s index.
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models for the 1.0 h forecasting horizon. Based on the r, WI, and MAE
metrics, the MARS model (r=0.990, WI=0.994 and
MAE=86.502MW) outperformed the SVR model (r=0.972,
WI=0.981 and MAE=124.453MW). The MARS model’s WI, a more
robust statistic than the linear dependence measured by r [66], was
1.33% greater than the SVR model’s. This was supported by the MARS
model’s lower RMSE and MAE values, 78.12% and 43.87%, respec-
tively. In contrast, the ARIMA model displayed an inferior performance
(r=0.401, WI=0.381 and MAE=555.637MW) as seen in Table 5.

For a 24 h forecasting horizon, the SVR (r=0.806, WI=0.890 and
MAE=162.363MW) outperformed the MARS model (D3) by a small
margin (r=0.753, WI=0.859 and MAE=200.426MW) (Table 5).
Similarly to the hourly scenario, the ARIMA model performed poorly
(r=0.289, WI=0.459 and MAE=474.390MW). It is important to
consider that the ARIMA models for hourly and daily forecasting hor-
izons were developed using the long time-series: 1-11-2015 to 31-12-
2015 and 1-1-2012 to 31-12-2015, respectively. The predictor (histor-
ical G) data exhibited significant fluctuations over these long-term
periods compared to the single day G data of 31-12-2015 (ARIMA )c .

In conjunction with statistical metrics and visual plots of forecasted vs.
observed G data, the MAE RMSE, ,G G and ELM (e.g., [17,41,42,78]) are
used to show the alternative ‘goodness-of-fit’ of the model-generated G in
relation to observed G data. The MARS model yielded relatively high
precision (lowest MAE RMSEandG G and the highest ELM) followed by the
SVR and ARIMA models (Table 6). For the MARS model, MAE RMSE/G G
for the 0.5 h and 1.0 h forecasting horizons were 0.77/0.99% T( )b and
1.45/1.76% H( )4 , respectively. On the other hand, the SVRmodel resulted
in 0.95/1.21% T( )b and 2.19/3.13% H( ).4 Likewise, ELMwas utilised in
combination with other performance metrics for a robust assessment of
models [74]. The respective value for both 0.5 h and 1.0 h forecasting
horizons was determined to be greater for the MARS model (0.887/0.857)
than for the SVR model (0.861/0.794). Although the MARS models out-
performed the SVR models for the 0.5 h and 1.0 h horizons, the SVR
model surpassed the MARS model for the 24 h horizon (13.73%/23.63%
lower RMSE MAE/G G and 45.42% higher ELM). It is evident that both the
MARS and SVR models, adapted for G forecasting in the state of
Queensland, exceeded the performance of the ARIMA model and thus,
should be further explored for use in electricity demand estimation.

Nevertheless, despite the ARIMA model faring slightly worse for
most of the G forecasting scenarios in this paper, specifically for the
case of 1.0 h and 24 h horizons (RMSEG = 11.0% and 9.04%, respec-
tively), its performance for the 0.5 h horizon using a single day’s data
(ARIMAc) exhibited good results. This is supported by an RMSEG value
of approximately 4.18% (Table 6). Therefore, it is possible that a large
degree of fluctuation in the longer training dataset could have led the
ARIMA model’s autoregressive mechanism to be more prone to cumu-
lative errors than to a situation with a shorter data span.

In contrast to previous studies on the MARS, SVR, or ARIMA
models, the forecasting models developed in this study achieved a re-
latively high precision for short-term G forecasting. For example, a
study that forecasted daily G data for South Africa using the MARS
model attained an RMSE of 446.01MW [19], whereas the present
study’s MARS model resulted in an RMSE of 256.00MW (see DMARS( )3

in Table 5). Likewise, 24 h lead time forecasts of G in Istanbul (Turkey)
using an RBF-based SVR model [23] yielded an MAEG of 3.67%,
whereas the MAEG value obtained in the present study was 2.72% (see

DSVR( )3 in Table 6). For the same forecast horizon, the ARIMA model

Table 6
The relative root mean square error RMSEG (%), mean absolute percentage error
MAEG (%) and Legates & McCabes Index (ELM) for the optimal models in the test datasets.

Model ELM MAEG (%) RMSEG (%)

0.5 h Forecast horizon

TMARS( )b 0.887 0.765 0.990

TSVR( )b 0.861 0.945 1.211

ARIMAb 0.098 6.487 8.140

ARIMAc −0.238 3.939 4.184

1.0 h Forecast horizon
HMARS( )4 0.857 1.446 1.760

HSVR( )4 0.794 2.192 3.134
ARIMA 0.080 9.350 11.000

24 h Forecast horizon
DMARS( )3 0.295 3.359 4.300

DSVR( )3 0.429 2.717 3.781
ARIMA −0.668 8.193 9.039
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Fig. 4. Scatterplot of the forecasted, G vs G. theobserved,i
for

i
obs electricity demand data in

the testing period for the 0.5 h forecast horizon, (a) TSVR( )b (b) TMARS( )b and (c)
ARIMAb. A linear regression line, = = ′ + ′y G a G bi

for
i
obs with the correlation coefficient,

r is included.
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reported in [38], denoted as =p d q( , , ) (4,1,4),yielded an RMSE value of
584.72MW compared to a lower RMSE of 538.12MW achieved with
the present ARIMA model denoted as =p d q( , , ) (8,1,3). Furthermore, a
study that forecasted G data in New South Wales, Queensland and
Singapore [79], used singular spectrum analysis, gravitational search,
and adaptive particle swarm optimization following a gravitational
search algorithm (APSOGSA) to forecast G. The APSOGSA model
yielded an MAE/RMSE of 115.59/133.99MW and an MAEG of 2.32%.
Equivalent models in this study seem to exceed the others’ performance

as evidenced in Tables 5 and 6. The analysis for TMARS( )b and
TSVR( )b resulted in an MAE/RMSE of 45.36/57.97 and 55.92/

70.91MW and MAEG of 0.77 and 0.95%, respectively.
Separately, Figs. 4–6 depict scatterplots of G Gvs.i

for
i
obs for the 0.5 h,

1.0 h and 24 h forecasting horizons using optimal MARS, SVR, and
ARIMA models (see Table 5). A least square regression line,

= = ′ + ′y G a b ,i
for Gi

obs
and r value are used to illustrate the relationship

between G Gandi
for

i
obs data, where a' is the slope and b' is the

y–intercept. Both are used to describe the model’s accuracy [17].
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Fig. 5. The caption description is the same as that in Fig. 4 except for the 1.0 h forecast
horizon, (a) HSVR( )4 , (b) HMARS( )4 and (c) ARIMA.
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Fig. 6. The caption description is the same as that in Fig. 4 except for the 24 h forecast
horizon, (a) DSVR( )3 (b) DMARS( )3 and (c) ARIMA.
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For the 0.5 h horizon, the optimal SVR and MARS models yielded
near unity a' values of 0.957 and 1.002, respectively. On the contrary,
the a' for the ARIMA model (ARIMA )b was 0.154 deviating significantly
from an ideal value of 1 (Fig. 4a–c). The deviation of forecasted G data
from observations (i.e., 1:1 line or reference a'-value of 1) was largest in
the case of the ARIMA model, approximately 0.846. In the case of the
SVR and MARS models, these deviations were 0.043 and 0.002, re-
spectively.

Consistent with the level of scattering, the r value for the MARS
model exceeded the SVR and ARIMA models’ values. In concordance

with the r value trends, similar results for a' values were attained for
1.0 h forecasting where the optimum MARS, SVR, and ARIMA models
(Fig. 5a, b and c) yielded 0.976, 0.884 and 0.110, respectively. Ad-
ditionally, for the 24 h forecasting horizon (Fig. 6a, b and c), the SVR
model (r=0.806, a' = 0.684, b' = 1872.843) outperformed the MARS
model (r=0.753, a' = 0.659, b' = 1992.597). Both models provided
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Fig. 7. The caption description is the same as that in Fig. 4 except for the 0.5 h forecast
horizon, (a) TSVR( )c , (b) TMARS( )c and (c) ARIMAc.

Fig. 8. Boxplots of the absolute forecasted error, = −FE G G| | | |FOR i OBS i, , for: (a) 0.5 h, (b)
1.0 h and (c) 24 h forecast horizons using the MARS, SVR and ARIMA models.
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better results than the ARIMA model (r=0.289, a'= 0.087 and b' =
5835.311).

On the other hand, Fig. 7 compares the performance for the shortest
horizon (0.5 h) using G data gathered over a single day (i.e., 31-12-
2015) partitioned into training and testing phases. The MARS model
(r=0.99) outperformed the SVR (r=0.917) and ARIMA (r=0.976)
models. However, it is important to note that the performance of the
ARIMA, for the shorter dataset, was better than its performance for
longer datasets (Table 5). This suggests that the ARIMA model’s per-
formance deteriorated as the forecasting period increased. This concurs
with its auto-regressive and integrated averaging nature since the sum
of preceding errors is used for forecasting the next G value [46]. Al-
though the cause is not yet clear, the ARIMAc model’s better perfor-
mance could be attributed to greater fluctuations in longer-term pre-
dictor data drawn upon in the hourly and daily models (Table 2 and
Fig. 2).

Boxplots showing the error distribution for absolute values of
forecasted error statistics, = −FE G G| | | |i

for
i
obs , reveal a greater amount of

detail about the models’ precision, where the whiskers (Fig. 8) re-
present the extremes of the forecasted and the observed G values. The
lower end of each boxplot represents the lower quartile, Q25 (25th
percentile); the upper end shows the upper quartile, Q75 (75th per-
centile); and the central line shows the second quartile, Q50 (i.e., 50th
percentile) or the median value. Two horizontal whiskers are also ex-
tended from Q25 to the smallest non-outlier and from Q75 to the largest
non-outlier, respectively. Based on the box plots, Table 7 summarizes
statistical properties of the forecasted and observed G data.

For all forecasting horizons considered, the MARS and SVR models
performed better than the ARIMA model and therefore, demonstrated
significant differences. In terms of the maximum absolute error, the
MARS model was most precise for the 0.5 h horizon. For example,
the TMARS( )b resulted in a maximum |FE| of 178.54MW (Fig. 8a and
Table 7) and the smallest median value (Q50 ≈ 33.77MW)) relative to
any other model. Similarly, for the 1.0 forecasting scenario, statistics
indicated the superiority of the MARS model over the SVR and ARIMA
models (Table 7; Fig. 8b).

When the errors for the 24 h forecasting horizon were analysed, the
MARS and SVR resulted in similar maximum values but distinctly lower
than for the ARIMA model. When the median errors were compared,
the SVR model (111.76MW) generated more accurate forecasts than
the MARS model (162.41MW). These median errors differed sig-
nificantly from those of the ARIMA model (479.66MW; Table 7;
Fig. 8c).

Fig. 9(a–c) illustrates the percentage of the absolute value of
forecasted error statistics (|FE|) encountered through the empirical
cumulative distribution function (ECDF) for optimal models at

different forecasting horizons. With respect to the percentage of errors
located in the smallest error bracket (i.e., 0 to± 50MW), the ECDF
demonstrated that the MARS and SVR models outperformed the
ARIMA model for all forecasting horizons. Based on this error bracket,
the MARS performed slightly better than the SVR model (i.e., about
60% vs. 57% and 34% vs. 28% for 0.5 h and 1.0 h forecasts, respec-
tively). Within the error bracket of 0 to± 100MW for the 0.5 h hor-
izon, the MARS model recorded about 94% of all forecasted errors,
whereas the SVR model only 83%. Additionally, for the 1.0 h horizon,
the MARS model performed better than the SVR model (i.e., about
63% vs. 53% of errors within the 0 to ± 100MW bracket). However,
data for the 24 h horizon recorded comparable values between the two
in the smaller error bracket. Nonetheless, better percentage was
yielded for the SVR (about 49%) against MARS (about 38%) in the 0
to ± 100 MW bracket.

Since the MARS and SVR models illustrated similar performance in
several cases, a statistical t-test was utilised to demonstrate whether the
differences in the mean of |FE| were significant. For the 0.5 h, 1.0 h, and
24 h forecasting horizons, we could reject the null-hypothesis that the
means are the same (p-value < 0.05). Consequently, the differences in
the means are statistically significant for the absolute values of the
forecasted errors generated by the MARS and the SVR model.

Based on Table 5, the ARIMA model proved highly inaccurate for
the short-term 0.5 h G forecasting horizon as nearly 60% of the errors in
the testing period fell in the error range magnitude of greater than
100MW (Fig. 9a). Similar observations were evident for about 90% of
the hourly and daily ARIMA forecasts (Fig. 9b and c). The ARIMA
models’ forecasting accuracy for the 0.5 h horizon exceeded those for
1.0 h or 24 h horizons as the percentage of errors received from ECDF in
the smallest category (0.5 h) was nearly double. This concurred with
earlier results (Table 5) where overall evaluation metrics demonstrated
the greatest correlation between the observed and ARIMA-forecasted G,
including higher WI and ENS and lower RMSE/MAE values.

Ultimately, the versatility of data-driven models was also examined
with respect to the forecasting errors for peaks in G by plotting the ten
greatest relative errors (Fig. 10). Except for one data point, it was ap-
parent that the MARS models consistently yielded the lowest percent
errors for the 0.5 h and 1.0 h forecasting horizons compared to the SVR
or ARIMA models (Fig. 10a and b). In contrast, for the 24 h forecasting
horizon, the ten highest relative error values were very similar between
the MARS and SVR models, but dramatically lower for the ARIMA
model (Fig. 10c). The accuracy of the present data-driven models ap-
peared to deteriorate as the forecasting period was extended. This was
demonstrated by the relative performance errors (Table 6), the top
error values (Fig. 10), and the statistical distribution of the errors (Fig. 8
and Table 7).

Table 7
Evaluation of the differences in the absolute value of forecast error statistics based on observed and forecasted G in the test period for the optimal models.

Error Statistica (MW) Forecast horizon (h)

0.5 h 1.0 h 24 h

TMARS( )b TSVR( )b ARIMAb HMARS( )4 HSVR( )4 ARIMA DMARS( )3 DSVR( )3 ARIMA

Maximum 178.54 192.20 999.10 324.09 1100.50 1360.80 798.97 884.25 1177.40
Minimum 0.02 1.21 1.34 0.27 1.20 5.85 1.41 0.78 2.72
Q25 18.54 20.61 62.54 37.47 42.65 248.39 69.15 55.47 270.17
Q50 33.77 45.97 302.97 74.47 94.03 479.54 162.41 111.76 479.66
Q75 65.37 79.99 569.29 123.46 148.31 832.24 297.44 225.36 667.07
Range 178.52 190.99 997.76 323.82 1099.30 1355.00 797.56 883.47 1174.70
Skewness 1.23 0.91 0.46 0.99 3.68 0.45 1.00 1.77 0.09
Flatness 4.59 3.14 1.87 3.98 21.13 2.15 3.82 6.61 2.34

a Lower quartile (Q25), median (Q50), upper quartile (Q75).
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5. Further discussion, limitations and opportunities for future
research

Data-driven models applied for G forecasting over multiple forecast
horizons were evaluated. The SVR models were constructed by opti-
mizing regulation constants (minimizing the training error) and radial
basis function width (Table 3). The MARS models were tuned with a
piecewise multivariate regression function based on the lowest GCV
statistic, while the ARIMA models were optimised by a trial and error
process (Tables 3 and 4). A comprehensive evaluation showed a greater
accuracy of the MARS models when compared to the SVR and ARIMA
models for 0.5 h and 1.0 h forecasting horizons. However, for 24 h

forecasting horizon, the SVR performed considerably better (Tables 5
and 6).

Given the importance of accurately forecasting G data to meet en-
gineering and energy demand challenges, including the sustainable
operation of the NEM, this research paper has highlighted the potential
utility of further exploring the MARS and SVR models to improve G
forecasting accuracy. Particularly, this research study established the
distinct advantage of the MARS model if employed in real-time G
forecasting. In terms of greater speed, simplicity of development, and
efficiency in performance, the MARS model was best adapted to such
forecasts given the SVR models’ requirements for tedious modelling
phases (i.e., identifying the regulation and kernel width parameters via

Fig. 9. Empirical cumulative distribution function (ECDF) of the forecast error, |FE| for: (a) 0.5 h, (b) 1.0 h and (c) 24 h forecast horizons using the MARS, SVR and ARIMA models.
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a grid search approach).
Comparable to existing studies in Australia (e.g., [48,49,80,81]),

this research has revealed the greater accuracy of the proposed models
employed for forecasting. For instance, the SVR model D[SVR( )],3 ap-
plied for daily forecasting, attained an RMSEG of 3.781% (Table 6),
which is similar to 2.42% (whole weekly forecast) reported in [80].
Likewise, MAE and RMSE values for the weekly-average data forecasted
in the same study were 224.18MW and 311.04MW, whereas for the

DSVR( )3 model they resulted in 162.363MW and 225.125MW. Also, an
adaptive neuro-wavelet model employed for G forecasting, in Queens-
land, showed a 0.16%< MAEG <0.99% over 7 days in the test period
[81]. Comparably, the MAEG values were 0.355 for the MARS and
0.502 for the SVR models for the 0.5 h forecasting horizon in the pre-
sent study. Moreover, recent studies [48,49] have adopted statistical
approaches for 0.5 h forecasting to support the Australian Energy
Market Operator; they have used the drivers of energy use (e.g., tem-
peratures, calendar effects, demographic and economic variables) in
combination with demand and time of the year to forecast G. Differ-
ently to these studies, which adopted a semi-parametric additive model,
the developed MARS and SVR models were an improvement as data
assumptions or linear considerations were not employed. These models

were guided by a fully data-driven modelling process.
Although this study was the first to evaluate the MARS and SVR

models for short-term G forecasting in Queensland, multiple limitations
should be addressed in future research. In this paper, the only predictor
data used was time-lagged (historical) G. Alternative models for short-
term horizons can also incorporate climate data (e.g., temperature,
rainfall, humidity and solar radiation) that modulate electricity demand
influenced by consumers’ needs under different conditions. According
to previous work (e.g., [19,82]), climatic factors can have an influence
on G. For instance, an inverse relationship exists between electricity
demand and ambient air temperature in wintertime, when lighting and
heating usage are likely to increase. Similarly, this relationship can also
occur in the summer when an increase in temperature can lead to in-
creased air-conditioning demand [83]. Therefore, in a follow-up study,
the MARS and SVR models could utilise seasonal data (both G and
climatic factors). While this study provided accurate aggregated data
models for Queensland, distinctive regions in the state are likely to
exhibit different conditions.

In this study, a radial basis function was used to develop the SVR
models employing a grid search to identify the parameters (C and σ).
Despite the grid search demonstrating good performance, it is en-
visaged that a genetic algorithm (GA) [84] could serve to identify ap-
propriate parameters for the model. GAs have been extensively applied
to optimization problems [85–87]. According to [88], a GA-SVR was
able to outperform other comparable models and yield high forecasting
accuracy.

It is important to note that the MARS and SVR models could be
improved by wavelet transformation (WT) and ensemble-based un-
certainty testing via a bootstrapping procedure. This procedure uses a
Bayesian Model Averaging (BMA) framework to assess the models’
stability [52,89,90]. Many studies (e.g., [17,91,92]) have suggested that
WT could deliver benefits by decomposing predictor time series into
time and frequency domains. Also, non-stationarity features in real data
can be encapsulated by partitioning them with low and high pass filters.
For example, very good results were obtained by a WT-SVR model for
short and long-term solar forecasting when compared to the standard
SVR model [17]. In addition, the data-driven technique of boot-
strapping can also serve as an ensemble framework to reduce para-
metric uncertainties through resampling of inputs [93,94]. A hybrid
wavelet-bootstrap-neural network model could be explored since such a
model has outperformed non-WT models for water demand forecasting
[51]. The use of the BMA also resulted in a better understanding of
model uncertainty compared to a simple equal-weighted forecasting
averaging method [95]. In addition to WT-based models, empirical
model decomposition, applied for G forecasting in New South Wales
(Australia), could similarly be employed in the present region to im-
prove the MARS and SVR models. Considering other work [17,96–98],
it is recommended that future research applies the WT, ensembles, and
BMA to explore their usefulness for G forecasting.

6. Concluding remarks

Data-driven models based on the MARS, SVR and ARIMA algorithms
were evaluated for short-term G forecasting using Queensland’s area-
aggregated data from the Australian Energy Market Operator. To de-
monstrate their feasibility for real-time applications, partial auto-
correlation functions were applied to G data to identify significant in-
puts for three forecast horizons: 0.5 h, 1.0 h, and 24 h, with an identical
number of predictive features (Table 2 and Fig. 2).

The versatility of the trained models for shorter span predictor data
(31-12-2015) was investigated. Performances were assessed via corre-
lation coefficient (r) between observed and forecasted G data in the
testing period along with other performance metrics such as root mean
square error (RMSE), mean absolute error (MAE), relative RMSE and
MAE (%), Willmott’s Index (WI), Nash–Sutcliffe coefficient (E ),NS and
Legates and McCabe Index E( )LM . In terms of the statistical metrics, the

Fig. 10. The top ten peak relative forecast errors (%) generated by the MARS, SVR and
ARIMA models for: (a) 0.5 h, (b) 1.0 h and (c) 24 h forecast horizons.
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MARS model yielded the most accurate results for 0.5 h and 1.0 h
forecasts, whereas the SVR models were better for a 24 h horizon. As
expected, given its linear formulation in the modelling process, the
ARIMA model’s performance was lower for all forecasting horizons as it
generated very high forecast errors.

Although this paper has advanced the work of previous studies (e.g.,
[48,49,80,81]), it is also a pilot study in the context of the present study
region (i.e., Queensland). Future studies will employ Energex G data
coupled with exogenous climate predictors for identified substations in
the metropolitan Queensland area with the largest populations (i.e.,
Brisbane, Gold Coast, Sunshine Coast, Logan, Ipswich, Redlands and
Moreton Bay). The aim is to apply the MARS and SVR models via wa-
velet transformation and incorporate an ensemble framework and BMA
to explore a coherent mechanism for uncertainty in forecasting models.

To summarize, the MARS and SVR models represent useful data-
driven tools that can be used for G forecasting, and as such, they should
be explored by forecasters working in the National Electricity Market
(e.g., AEMO). In particular, this study found that the MARS models
provide a powerful, yet simple and fast forecasting framework when
compared to the SVR models. However, the incorporation of a data pre-
processing scheme (e.g., wavelet transformation or empirical mode
decomposition) as well as model uncertainty tools (e.g., Bayesian and
ensemble models) are alternative tools that could be explored for en-
ergy demand forecasting for engineering applications in an independent
follow-up study.
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Chapter 4: Multiple Electricity Demand 
Forecasting Horizons Using Hybrid Models 

4.1 Foreword 
This chapter presents an exact copy of the published article in Applied Energy journal 

(Vol. 217, Pages 422-439). 

This study investigates an improvement in forecast method and accuracy 

developed in Chapter 3 by addressing the behaviours of non-stationarity associated 

with the target (G) data. A hybrid model is developed utilizing the support vector 

regression (SVR) model integrated with two-phase method employing an improved 

version of empirical mode decomposition with adaptive noise (ICEEMDAN) tool and 

the particle swarm optimization (PSO) algorithm. After applying ICEEMDAN and the 

partial autocorrelation function (PACF) to decompose the original G data into high 

and low frequency sub-series and extract the significant lags (inputs) for each series, 

respectively, the PSO is used to select the best parameters of the SVR models 

developed for each series individually. Electricity demand (G) data with multiple 

horizons of short-term (weekends, working days, whole weeks, and public holidays) 

and long-term (monthly) for whole Queensland, Australia were adopted to evaluate 

the ICEEMDAN-PSO-SVR model against ICEEMDAN- multivariate adaptive 

regression spline (MARS), ICEEMDAN-M5 model tree and their traditional models. 

A novel contribution and innovation of this work is shown by developing a new energy 

forecasting model with two-phase hybrid machine learning. 

4.2 Research Highlights 
 Hybrid two-phase PSO-SVR is integrated with ICEEMDAN multi-resolution 

tool for demand forecasting. 

 ICEEMDAN-PSO-SVR is evaluated against single-phase hybrid and 

standalone models. 

 ICEEMDAN-PSO-SVR outperforms several benchmark models at multiple-

horizons. 

 Two-phase hybrid model has potential applications in energy management 

systems. 

4.3 Published Article II 

https://www.sciencedirect.com/topics/engineering/energy-management-system
https://www.sciencedirect.com/topics/engineering/energy-management-system


Contents lists available at ScienceDirect

Applied Energy

journal homepage: www.elsevier.com/locate/apenergy

Two-phase particle swarm optimized-support vector regression hybrid
model integrated with improved empirical mode decomposition with
adaptive noise for multiple-horizon electricity demand forecasting

Mohanad S. AL-Musaylha,b,⁎, Ravinesh C. Deoa,⁎, Yan Lia, Jan F. Adamowskic

a School of Agricultural, Computational and Environmental Sciences, Institute of Agriculture and Environment (IAg&E), University of Southern Queensland, QLD 4350, Australia
bManagement Technical College, Southern Technical University, Basrah, Iraq
c Department of Bioresource Engineering, Faculty of Agricultural and Environmental Science, McGill University, Québec H9X 3V9, Canada

H I G H L I G H T S

• Hybrid two-phase PSO-SVR is integrated with CEEMDAN multi-resolution tool for demand forecasting.

• ICEEMDAN-PSO-SVR is evaluated against single-phase hybrid and standalone models.

• ICEEMDAN-PSO-SVR outperforms several benchmark models at multiple-horizons.

• Two-phase hybrid model has potential applications in energy management systems.

A R T I C L E I N F O

Keywords:
SVR
PSO
Improved CEEMDAN
Electricity demand
MARS
M5 model tree
Energy management system

A B S T R A C T

Real-time energy management systems that are designed to support consumer supply and demand spectrums of
electrical energy continue to face challenges with respect to designing accurate and reliable real-time forecasts due
to the stochasticity of model construction data and the model’s inability to disseminate both the short- and the long-
term electrical energy demand (G) predictions. Using real G data from Queensland, Australia’s second largest state,
and employing the support vector regression (SVR) model integrated with an improved version of empirical mode
decomposition with adaptive noise (ICEEMDAN) tool, this study aims to propose a novel hybrid model: ICEEM-
DAN-PSO-SVR. Optimization of the model’s weights and biases was performed using the particle swarm optimi-
zation (PSO) algorithm. ICEEMDAN was applied to improve the hybrid model’s forecasting accuracy, addressing
non-linear and non-stationary issues in time series inputs by decomposing statistically significant historical G data
into intrinsic mode functions (IMF) and a residual component. The ICEEMDAN-PSO-SVR model was then in-
dividually constructed to forecast IMFs and the residual datasets and the final G forecasts were obtained by ag-
gregating the IMF and residual forecasted series. The performance of the ICEEMDAN-PSO-SVR technique was
compared with alternative approaches: ICEEMDAN-multivariate adaptive regression spline (MARS) and ICEEM-
DAN-M5 model tree, as well as traditional modelling approaches: PSO-SVR, MARS and M5 model tree algorithms.
To develop the models, data were partitioned into different subsets: training (70%), validation (15%), and testing
(15%), and the tuned forecasting models with near global optimum solutions were applied and evaluated at
multiple horizons: short-term (i.e., weekends, working days, whole weeks, and public holidays), and long-term
(monthly). Statistical metrics including the root-mean square error (RMSE), mean absolute error (MAE) and their
relative to observed means (RRMSE and MAPE), Willmott’s Index (WI), the Legates and McCabe Index E( )LM and
Nash–Sutcliffe coefficients E( NS), were used to assess model accuracy in the independent (testing) period. Empirical
results showed that the ICEEMDAN-PSO-SVR model performed well for all forecasting horizons, outperforming the
alternative comparison approaches: ICEEMDAN-MARS and ICEEMDAN-M5 model tree and the PSO-SVR, PSO-
MARS and PSO-M5 model tree algorithm. Due to its high predictive utility, the two-phase ICEEMDAN-PSO-SVR
hybrid model was particularly appropriate for whole week forecasts ( =E 0.95NS , =MAPE 0.89%, =RRMSE 1.22%,
and =E 0.79LM ), and monthly forecasts ( =E 0.70NS , =MAPE 2.18%, =RRMSE 3.18%, and =E 0.56LM ). The ex-
cellent performance of the ICEEMDAN-PSO-SVR hybrid model indicates that the two-phase hybrid model should be
explored for potential applications in real-time energy management systems.
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1. Introduction

Electricity demand (G) forecasting can provide essential informa-
tion that is likely to be utilized for energy transactions in competitive
electricity markets [1–3]. Policies addressing energy distribution and
pricing and providing energy security to a growing population requires
accurate forecasting of G data, especially for short-term periods (e.g.,
daily). Estimating G is a very sensitive task as an error in under- or over-
estimation of even just 1% can lead to millions of dollars in losses af-
fecting the whole energy policy and management system [3–5]. As
such, to estimate G, a very accurate near real-time (i.e., short-term), as
well as a foresight (i.e., long-term), forecasting model is a useful tool.

In recent years, data-driven models, such as autoregressive in-
tegrated moving average (ARIMA) [6], artificial neural network (ANN)
[7], support vector regression (SVR) [8], genetic algorithms, fuzzy
logic, knowledge-based expert systems [9], M5 model tree [10,11] and
multivariate adaptive regression splines (MARS) [12] have been widely
adopted in energy demand forecasting studies. Based on structural risk
minimization (SRM), the SVR model is able to reduce overfitting data
through the minimization of expected error of a learning algorithm
[13]. For example, the SVR model with a radial basis kernel function
(RBF) has been used for G forecasting [14]. The parameters of the SVR
model can be selected by different optimization techniques, such as a
grid search procedure [15], particle swarm optimization (PSO) [16]
and a genetic algorithm [17]. The PSO algorithm can be considered an
effective method to solve engineering challenges and can also be used
to provide better performance when used to screen the near global
optimum set of SVR parameters [18,19]. On the other hand, the MARS
model is a fast and flexible statistical tool that can be developed to
adopt a piecewise (linear or cubic) basis function [20,21]. In the lit-
erature, a significantly lower root-mean-square error (RMSE) was found
for the MARS model when compared with the piecewise regression-
based model used for G forecasting [12]. A piecewise linear function in
a M5 model tree [22] has also been used in different studies including
wave [10] and solar energy studies [11].

However, these types of traditional machine learning methods often
have challenges addressing non-stationary time series [22,23]. Non-
stationary time series problems can be addressed by different model
input data decomposition methods; for example, the discrete wavelet

transform (DWT) [8], maximum overlap discrete wavelet transform
(MODWT) [24], empirical mode decomposition (EMD) [25], ensemble
EMD (EEMD) [26], complete EEMD with adaptive noise (CEEMDAN)
[27] or improved CEEMDAN (termed hereafter as the ‘ICEEMDAN’ al-
gorithm) [28]. These algorithms resolve the frequency components
present in input series prior to using them in the model development
process. These techniques are powerful tools as they can be used to
decompose the original data into high and low frequency sub-series to
address the issues of non-stationary, repeats/periods and jump-type
perturbations before such data are utilized for prediction purposes.

In spite of the many applications of wavelet transforms (WT) (e.g.,
[29–34]), recent studies show major weaknesses in WT-based models,
particularly in their forecasting ability, which is limited by the adoption
of non-causal filters constructed with DWT algorithms. It should be
noted that DWT can induce the decimation effect in model input sub-
series coefficients, and therefore generate half the coefficients of the
detailed signal at the current level, while the other half of the smooth
version can be recursively processed by the high pass and low pass
filters at a coarser temporal resolution [35]. Although the problem of
the decimation effect in DWT can be solved by the more advanced
MODWT algorithm, selection of the mother wavelet is a still major issue
as there is no rule to select a near global optimum wavelet other than
applying an iterative trial and error process [24]. However, there is an
alternative decomposition tool available to address such issues: the self-
adaptive EMD algorithm that splits data into several intrinsic mode
functions (IMFs) and a residual data subset. While the frequent ap-
pearance of mode mixing in the EMD algorithm is problematic [26], it
can be addressed by the EEMD-based model, which is able to obtain a
true number of IMFs. However, when a signal is reconstructed using the
EEMD process, different numbers of IMFs can be obtained which gen-
erates a new problem [27]. In order to resolve all of these issues,
CEEMDAN was developed [27] to precisely reconstruct the original
time series data and give a better spectral separation of the IMFs at a
lower computational cost. Some of the residual noise within IMFs and
the slower performance of the algorithm compared to the EEMD are
two major issues associated with the CEEMDAN algorithm [28]. Hence,
the ICEEMDAN algorithm was developed to address issues of model
input decomposition [28].

Few studies (e.g. [16,36,37]) have applied the ICEEMDAN for

Nomenclature

MW megawatt
G electricity load (demand; mega watts)
MARS multivariate adaptive regression splines
SVR support vector regression
RMSE root-mean square error
MAE mean absolute error
RRMSE relative root-man square error, %
MAPE mean absolute percentage error, %
WI Willmott’s index
ENS Nash–Sutcliffe coefficient
ELM Legates and McCabe Index
ω weighting factor of PSO
ωmin and ωmax the minimum and maximum of ω
RBF radial basis function for SVR
ICEEMDAN improved version of empirical mode decomposition

with adaptive noise
ε loss function
σ kernel width for SVR model
C regulation for SVR model
PSO particle swarm optimization
GCV generalized cross-validation
Tmax maximum number of iterations in PSO

ECDF empirical cumulative distribution function
IMF intrinsic mode functions
ARIMA autoregressive integrated moving average
ANN artificial neural network
AEMO australian energy market operator
DWT discrete wavelet transform
c1 and c2 PSO parameters
PACF partial auto-correlation function
MSE mean square error
R2 coefficient of Determination
MODWT maximum overlap discrete wavelet transform
EMD empirical mode decomposition
WT wavelet transforms
N the initial population of PSO
Gi

for ith forecasted value of G, MW)
Gi

obs ith observed value of G, MW)
G for the mean of forecasted values
Gobs the mean of observed values
FE| | forecasted error statistics
EEMD ensemble EMD
CEEMDAN complete EEMD with adaptive noise
r correlation coefficient
VMD variational mode decomposition
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forecasting different kinds of data. The ability of the ICEEMDAN as a
data decomposition and modelling tool was tested in an application to
predict near-infrared non-invasive glucose detection with the PSO-SVR
model [16]. Results confirmed that the hybrid ICEEMDAN-PSO-SVR
model generated more accurate and relevant results with good pre-
dictive ability compare to the PSO-SVR model [16].The ICEEMDAN
algorithm successfully reconstructed near-infrared spectra data and as a
result, improved prediction when compared to other reconstructed
signal methods, such as wavelets [37]. Successful estimation of the
decay ratio of boiling water reactors employing the ICEEMDAN algo-
rithm has also been reported [36]. In spite of this use of the ICEEMDAN
algorithm, it has yet to be applied to G forecasting where the data
contain highly stochastic and non-stationary features.

In recent years, many studies (e.g. [38–40]) have focused on im-
proving energy markets in various ways, for example through renew-
able energy resources, minimization of the production cost, perfor-
mance optimization, and forming collaborations between two
distributed energy resources in energy markets. In addition, other stu-
dies (e.g. [41–46]) have focused on maximizing operational efficiency
and minimizing operational cost, system stability and schedule, as well
as the imbalance between the generated power and the load demand of
an energy system. The uncertainty of the energy demand, which im-
pacts an energy system, has also been explored (e.g. [47–50]) using
appropriate statistical models, ANN combined with Markov-chain (MC)
(ANN-MC), Taguchi’s orthogonal array testing approach, and the dis-
crete Markov model, respectively. Finally, other studies have focused
on developing hybrid and efficient forecasting models (e.g. [51,52]).

To develop a high-performance forecasting model for applications
in electricity demand forecasting, this study built on earlier studies (e.g.
[51]) to create a new hybrid model. This paper proposes a hybrid model
that is designed by integrating a robust and efficient PSO-SVR tech-
nique with the ICEEMDAN algorithm. This constructs a two-phase hy-
brid ICEEMDAN-PSO-SVR model where the model inputs are firstly
decomposed by the ICEEMDAN algorithm for better frequency resolu-
tion within the predictor data, and then the PSO algorithm is used to
tune the weights from the model’s input features with the near global
optimum. The contributions of this research are that we, for the first
time, integrate the ICEEMDAN algorithm with the PSO-SVR model, to
feed important frequency-based input information to predict energy
demand. Subsequently, we incorporate large sets of data in a real
problem of G forecasting to test the model at multiple lead times: short-
term period (weekend, working days, whole week, and public holi-
days), and long-term (monthly) period using independent (real G) data.
The newly proposed hybrid model was explored for Queensland, Aus-
tralia’s second largest state, which is expected to experience significant
growth and demand for consumer energy. The two-phase hybrid model
was then benchmarked with alternative models: ICEEMDAN-MARS,
ICEEMDAN-M5 model tree, and several traditional machine learning
methods (PSO-SVR, MARS and M5 model tree).

This paper is organized into six different sections. We first provide a
general introduction of the topic (Section 1) followed by Section 2
which provides a theoretical background for the models, and describes
the details of the ICEEMDAN and PSO algorithms. We then provide a
materials and methods section that describes the G data, model devel-
opment, validation and evaluation processes in Section 3. Section 4
presents the results and discussion while limitations and future research
opportunities are presented in Section 5. Finally the last section sum-
marizes the research findings and key considerations.

2. Theoretical background

Only ICEEMDAN and PSO are explained in detail here as these
methods are considered relatively new for G forecasting. The theore-
tical explanations of SVR, MARS and M5 model tree are explained
elsewhere since they are well known approaches. A detailed back-
ground of SVR, a machine learning method, is provided by Vapnik [53]Ta
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and other studies explain its application in terms of solar radiation and
G forecasting [8,14]. Details of the MARS method is given by Friedman
[54]. The M5 model tree [55] requires two different steps which are
well explained by Rahimikhoob et al. [56].

2.1. Improved complete ensemble empirical mode decomposition with
adaptive noise (ICEEMDAN)

A signal x t( ) can be decomposed using the EMD algorithm, pio-
neered by Huang et al. [25], into several modes or intrinsic mode
functions (IMFs). Based on the EMD process, the ICEEMDAN technique
is used to decompose x t( ) into a number of IMFs and one residual
component as follows [28]:

1. Consider the operator E (.)j as the jth mode of the signal x t( ) de-
composed by the EMD method and the operator M (.) produces the
local mean of x t( ). Let ωi be the white Gaussian noise with the mean
and variance equal to 0 and 1, respectively.

2. The local means of n realizations = +x t x t β E ω t( ) ( ) ( ( ))i i
0 1 are

calculated using EMD to obtain the first residue = 〈 〉r t M x t( ) ( ( ))i
1 ,

where =β ε std x std E ω t( )/ ( ( ( )))i
0 0 1 is used to avoid the fraction of

the energy of the noise when the algorithm begins.
3. For =k 1, calculate the first mode: = −t x t r tIMF ( ) ( ) ( )1 1 .
4. The average of the local means of the realizations +r t β E ω t( ) ( ( ))i

1 1 2

is estimated as the second residue 〈 〉r t( )2 . As a result, the second
mode 〈 〉tIMF ( )2 is obtained as:

= − = −〈 + 〉t r t r t r t M r t β E ω tIMF ( ) ( ) ( ) ( ) ( ( ) ( ( )))i
2 1 2 1 1 1 2 (1)

5. For = …k K k3, , , th for the residues and modes can be calculated as
follows:

= 〈 + 〉− −r t M r t β E ω t( ) ( ( ) ( ( )))k k k k
i

1 1 (2)

= −−t r t r tIMF ( ) ( ) ( )k k k1 (3)

6. For the next k, repeat step 5.

As the SNR between the added noise and the residue rises with k in
the process of EEMD, the term = ⩾β ε std r t k( ( )), 1k k k is selected to
control the system above and to reduce the amplitudes in the noise
realizations [28].

2.2. Particle swarm optimization (PSO)

A fast convergence speed and the capability of dealing with high-
dimensional problems is provided by the PSO algorithm [16]. The PSO
process, first developed by Kennedy and Eberhart [57,58], is used in
this study to optimize the 3D parameters of the SVR model, which are
the regulation function (C), kernel width (σ) and loss function ε( ). The
iterative formula of PSO is presented below [16,59,60]:

+ = ∗ + ∗ ∗ −

+ ∗ ∗ −

V k ω V k c P k X k

c g k X k

( 1) ( ) rand() ( ( ) ( ))

rand() ( ( ) ( ))

i j i j i j

i j

, , 1 best ,

2 best ,

i j

j

,

(4)

+ = + +X k X k V k( 1) ( ) ( 1)i j i j i j, , , (5)

where = …X X X X( , , , )i i i iD
T

1 2 is the ith particle from the initial population
(swarm) of size = …i N1,2, , and dimension = …j D1,2, , , and

= …V V V V( , , , )i i i iD
T

1 2 is the velocity of each particle Xi in the population.
Pbesti j, and gbestj are the individual and global extreme values, respec-
tively, while rand() is a random number between zero and one [16,60].

Time (Day)

Time (Day) Time (Day)

Time (Day)

Time (Month)

Fig. 1. Time-series of electricity demand (G MW) data and various forecasting periods.
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According to Alam, [59], the two values of c1 and c2 are the learning
(acceleration) factors, which are usually within [2, 2.05], whereas ω is
the weighting factor that keeps the swarm under control by slowly
decreasing the velocity of particles [61]. It can be defined as follows
[16]:

= + − ∗ −ω ω T T ω ω
T

( ) ( )
min

max max min

max (6)

where ωmin and ωmax are the minimum and maximum of ω that are
usually determined to be 0.4 and 0.9, respectively. T Tand max are the
current and maximum iteration numbers, respectively [16].

To determine the best three parameters C σ ε( , , ) for the PSO-SVR, the
mean square error (MSE) is employed as the fitness function in this
algorithm [16]. Below, some stages that need to be considered to select
the near global optimum parameters in PSO-SVR [16,59,60,62] are
listed:

1. Set initial parameters of C σ ε, , and .
2. Set iteration =T 1.
3. Set parameters c c ω ω T, , , ,min max max1 2 and population size.
4. Have positions Xi and velocities Vi vectors to produce particles.
5. Compute the fitness for each generated particle.
6. Update Pbesti j, if the value of fitness is better than Pbesti j, .
7. Update gbestj if the value of the updated Pbesti j, in step 5 is better than

Pbesti j, .Compute and update the velocity and position for each par-
ticle using Eqs. (1) and (2), respectively.

8. Go to step 4 and set = +T T 1, then continue until the system gets
=T Tmax.

9. Print the best SVR parameters with the lowest MSE.

3. Materials and method

3.1. Electricity demand data (G)

In this study, the G data was recorded half-hourly (48 times per day)
in megawatts (MW) for the state of Queensland, and was acquired from
the Australian Energy Market Operator (AEMO) [63] for the period of
01–01–2000 to 31–12–2016 (dd–mm–yyyy). Multiple datasets in-
cluding both short-term [weekend (Saturday to Sunday), working days
(Monday to Friday), whole week (Monday to Sunday), and public
holiday], and long-term (monthly) horizons were used to forecast G.
The 30-min data periods were converted to short and long terms by
obtaining total values for each day and month, respectively. The da-
tasets for the weekend, working days and whole week were collected
from 01 to 01–2012 to 31–12–2016 and the dataset for the public
holidays and monthly horizons were collected from 01 to 01–2000 to
31–12–2016.

For the various forecast horizons, descriptive statistics of the ori-
ginal data are found in Table 1, and Fig. 1 shows the plots of the actual
data series. The data in Fig. 1 clearly exhibited large fluctuations due to
the variations in consumer use of G. This was confirmed by the large
values of the standard deviation, particularly for the public holiday and
monthly periods (Table 1).

3.2. Forecast model development and validation

Historical G data were used to develop six models: ICEEMDAN-PSO-
SVR, ICEEMDAN-MARS, ICEEMDAN-M5 model tree, and their tradi-
tional variants (PSO-SVR, MARS and M5 model tree). The original data

(a) 

Time (Day)

Time (Day)

Fig. 2. (a) Intrinsic mode functions (IMFs) and residual constructed using ICEEMDAN for the whole week’s data. (b) Statistical significant lags used for developing the models for IMFs
and residual using the whole week’s data.
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(non-ICEEMDAN data) with the statistically significant lagged variables
through the partial autocorrelation function (PACF) were employed for
the latter three models’ development, whereas the ICEEMDAN was
utilized to decompose the original data for the first three models before

applying the PACF. The non-stationary and non-linear time series was
addressed by the ICEEMDAN technique that decomposed the original G
data from the highest to the lowest frequencies named as IMF1 and
residual, respectively [22]. A high-level flowchart of the hybrid and

(b) 

Fig. 2. (continued)
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traditional models is shown in Fig. 3. In this paper, different periods of
G data (weekend, working days, whole week, public holiday and
monthly) were decomposed using ICEEMDAN. Fig. 2a illustrates the
whole week horizon where the datasets were analyzed into eight IMFs
and a residual, while the statistically significant lags utilizing PACF are
depicted in Fig. 2b for the IMFs and residual components. The number
of IMFs for the various forecasting horizons is shown in Table 1.

As there is no single method for splitting data into training, vali-
dation and testing [8], the data were divided into subsets as follows:
70% for training, 15% for validation and 15% for testing (Table 1). Due
to the higher frequency in G data, the training data were normalized,
which converted the data between zero and one, before the models
were run using Eq. (7) to avoid input values with large numeric ranges
[15,64]:

= −
−

x x x
x xnorm

min

max min (7)

where xmin and xmax are the minimum and maximum values of x, re-
spectively, while xnorm is the normalized value of x .

The models were developed in this study using MATLAB software
running over an Intel i7, 3.60 GHz processor. The mechanism of the
ICEEMDAN-models can be summarized in four steps. Firstly, the ICE-
EMDAN was used to decompose the original data into the IMFs and
residual subsets (Fig. 2a). Secondly, each subset was reconstructed to

the number of significant lagged values using PACF (Fig. 2b). Those
values were then individually employed to forecast each IMF and re-
sidual components that constructed the ICEEMDAN-models. Finally, the
forecasted G utilizing the ICEEMDAN-model was obtained by ag-
gregating those forecasted values. The stages above are clearly shown in
Fig. 3.

MATLAB-based Libsvm toolbox (version 3.22), developed by Chang
and Lin [65], was used to build the SVR model in this study. The radial
basis function (RBF), which is expressed in Eq. (8), was employed in
developing the SVR model [66]. Non-linearities between the objective
and predictor variables were examined by the RBF [15,64], which
considers a faster function in the training part [67–69]. The sensitive
step to develop an accurate SVR model in the training datasets was to
identify the 3D parameters (C, σ and ε) [70]. For this reason, the PSO
algorithm, (Section 2.2), was used to select the near global optimum
parameters based on the smallest value of MSE. In this paper, the PSO
parameters, c1 and c ,2 were tested according to Alam [59] with values in
the range of [2, 2.05], whereas ωmin and ωmax were 0.4 and 0.9, re-
spectively [16]. The initial population N( ) was explored between 10
and 100 in increments of 10 [59], and the maximum number of itera-
tions T( )max was extended further [59,60,71] to be between 200 and
1000 in increments of 100. Fig. 4a illustrates the public holiday forecast
horizon using PACF-Residual data. As a result, the near global optimum
SVR model reached an MSE of ≅ −7.4210 5 MW2 for C=7.809, σ = 0.01

InputInput

Model

Residual 
forecasted

IMFk

forecasted
IMF2

forecasted
IMF1

forecasted
. . .

Modelk+1ModelkModel2Model1

Model’s parameters 
selection

PACF-
IMF2

PACF-
IMFk

PACF-
Residual

PACF-
IMF1

. . .

Output

Output

Input
. . .IMF1

Output

ResidualIMFk

G data

IMF2

Input

ICEEMDAN
Hybrid model

Traditional 
model

Output

Creating input for the 
models using the significant 

lags from PACFPACF-
G data

. . .

Final G
forecasted

Summation of all 
the forecasted 

values

Output Output

Fig. 3. The steps of the model development for both transitional and hybrid models.
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and =ε 0.01, based on =c 21 , and =c 22 , =N 20 and =T 200max .

⎜ ⎟= ⎛
⎝

− − ⎞
⎠

K x x
x x

σ
( , ) exp

‖ ‖
2i j
i j

2

2 (8)

where xi and xj are the inputs in the ith and jth respective dimensions
and σ is the kernel width.

To evaluate the accuracy of the SVR model, MARS and M5 model
trees were constructed with and without the ICEEMDAN method uti-
lizing piecewise cubic and linear regression functions, respectively. For
both models in the training phase, the software packages (version
1.13.0 for MARS and version 1.7.0 for the M5 model tree) were em-
ployed [72,73]. The best MARS model was selected based on the lowest
Generalized Cross-Validation (GCV) [54], while the best M5 model tree

was selected based on the optimum number of decision-trees (M) that
was identified by attaining the maximum splits for data attributes
through minimizing the value of the standard deviation reduction
(SDR) [74]. Fig. 4b–c demonstrates the optimum MARS and the M5
model tree utilizing PACF-residual data for the public holiday forecast
horizon. As a result, GCV ≈ 0.15 10−6 MW2 including two basis
functions and y-intercept ao for the MARS model (Fig. 4b) and M=14
for M5 model tree (Fig. 4c) were obtained.

The models were validated using the following statistics (Eqs. (9)
and (15) Section 3.3): root-mean square error (RMSE) and Legates and
McCabe Index E( )LM . For all forecasting horizons, the ICEEMDAN-PSO-
SVR model yielded the lowest RMSE and the highest ELM , which in-
dicated the best accuracy compared to the other models. Table 2
summarizes the evaluation of the models in the validation period.

3.3. Model performance evaluation

To establish whether or not the models were useful for G fore-
casting, this study adopted a wide range of statistical error criteria in
the testing period based on statistical indicators: mean absolute error
(MAE), root-mean square error (RMSE), relative error (%) based on
MAE and RMSE values (MAPE and RRMSE), Willmott’s Index (WI), the
Nash–Sutcliffe coefficient E( )NS , and the Legates and McCabe Index
E( )LM [69,75–83], represented below:

∑= −
=

=
RMSE

n
G G1 ( )

i

i n
i
for

i
obs

1
2

(9)

∑= −
=

=

MAE
n

G G1 | |
i

i n

i
for

i
obs

1 (10)

= ×
∑ −=

=

RRMSE
G G

G
100

( )n i
i n

i
for

i
obs

obs

1
1

2

(11)

∑= ×
−

=

=

MAPE
n

G G
G

100 1

i

i n
i
for

i
obs

i
obs

1 (12)

= −⎡

⎣
⎢

∑ −

∑ − + −
⎤

⎦
⎥ ⩽ ⩽=

=

=
=WI

G G

G G G G
WI1

( )

(| | | |)
, and 0 1i

i n
i
for

i
obs

i
i n

i
for obs

i
obs obs

1
2

1
2

(13)

= −⎡

⎣
⎢

∑ −

∑ −
⎤

⎦
⎥ ∞ ⩽ ⩽=

=

=
=E

G G

G G
E1

( )

( )
, and 1NS

i
i n

i
for

i
obs

i
i n

i
obs obs NS

1
2

1
2

(14)

= −⎡

⎣
⎢

∑ −

∑ −
⎤

⎦
⎥ ∞ ⩽ ⩽=

=

=
=E

G G

G G
E1

| |

| |
, and ( 1)LM

i
i n

i
obs

i
for

i
i n

i
obs obs LM

1

1 (15)

where n is the total number of G-observed (or G-forecasted) values in
the testing period, G Gandi

for
i
obs are the ith forecasted and observed

values of G, respectively; G Gandfor obs are the means of forecasted
and observed values, respectively.

Various combinations of performance indicators were used in this
study (Eqs. (9)–(15)) as the model’s advantages and weaknesses could
not be assessed by a single metric [24,80–82]. For the model accuracy
when the error distribution is Gaussian, the RMSE is a more suitable
metric than the MAE, otherwise, complementary evaluations can be
represented by the MAE, RMSE, and their relative forms, MAPE and
RRMSE [82]. A model was considered excellent when RMSEG < 10%,
good if the model satisfied 10%< RMSEG < 20%, fair if it satisfied
20% < RMSEG < 30%, and poor if >RMSE 30%G [69,84–86]. A
model achieved better performance when the values of ENS andWI were
close to one [8]. However, the Legates and McCabe Index
∞ ⩽ ⩽E( 1)LM , which is the modified version of WI [80], provided
greater precision than the classic WI when relatively high values were
predicted as a result of squaring of differences [76,78,87].

(c)

Fig. 4. Illustration of ICEEMDAN-SVR, ICEEMDAN-MARS and ICEEMDAN-M5 model tree
parameters and fitting for public holiday forecast horizon using PACF-residual data in the
training period. (a) PSO fitness curve to identify the regulation function (C), kernel widths
(σ), and loss function ε( ). (b) Best number of basis functions based on the lowest gen-
eralized cross-validation statistic (GCV). GCV (≈ 0.15 10−6 MW2) with 2 basis functions
and y-intercept, ao is indicated. (c) Tree generated by M5 model.
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4. Results and discussion

4.1. Short term forecasting horizon

The hybrid SVR model, combined with PSO and ICEEMDAN, was
evaluated using the statistical metrics presented in Section 3.3. The
performance of the ICEEMDAN-PSO-SVR model for the short and long-
term forecast horizons was compared with ICEEMDAN-MARS and
ICEEMDAN-M5 model tree, as well as with the traditional methods of
PSO-SVR, MARS and M5 model tree in the testing period. The results of

the comparisons are presented and discussed below.
The predictive capability of the three ICEEMDAN models for the

weekend, working days, whole week and public holiday in the testing
period is summarized in Table 3. For all short-term forecasting hor-
izons, the ICEEMDAN models yielded better performances (lowest
RMSE, and MAE, as well as largest WI and ENS) compared to the tra-
ditional models indicating that the ICEEMDAN was a robust method,
which addressed non-stationary data. This was clearly shown when the
highly non-stationary data for the public holiday was used to build and
test the models (also see Fig. 1). For example, the WI and RMSE/MAE

Table 2
Root-mean square error (RMSE; MW), and Legates & McCabes Index (ELM) for the weekend, working days, whole week, public holiday and monthly forecast horizons in the validation
dataset. The most accurate model is boldfaced.

Model RMSE (MW) ELM RMSE (MW) ELM RMSE (MW) ELM

Weekend forecast horizon Working days forecast horizon Monthly forecast horizon
ICEEMDAN-PSO-SVR 4827.45 0.81 4151.73 0.86 175413.10 0.59
ICEEMDAN-M5 model tree 6994.77 0.73 5088.39 0.84 208829.09 0.56
ICEEMDAN-MARS 5331.29 0.78 3934.86 0.87 184813.41 0.56
PSO-SVR 12939.33 0.47 10897.64 0.63 382025.28 0.08
M5 model tree 15603.05 0.38 11915.72 0.61 492618.18 −0.24
MARS 13118.66 0.46 9565.75 0.66 386776.39 0.01

Whole week forecast horizon Public holiday forecast horizon
ICEEMDAN-PSO-SVR 3800.23 0.87 7447.87 0.33
ICEEMDAN-M5 model tree 6124.74 0.82 10438.52 0.11
ICEEMDAN-MARS 3931.98 0.86 7793.04 0.24
PSO-SVR 15489.32 0.53 15454.03 −0.33
M5 model tree 16048.41 0.44 21105.26 −0.87
MARS 13340.56 0.50 17838.41 −0.57

Table 3
The performance of the models in the test period for the short-term measured by Willmott’s index (WI), Nash–Sutcliffe coefficient (ENS), root-mean square error (RMSE; MW), and mean
absolute error (MAE; MW). The most accurate model is boldfaced.

Model WI ENS RMSE (MW) MAE (MW) WI ENS RMSE (MW) MAE (MW)

Weekend forecast horizon Working days forecast horizon
ICEEMDAN-PSO-SVR 0.95 0.84 5650.53 3867.00 0.98 0.93 3405.50 2336.95
ICEEMDAN-M5 model tree 0.88 0.62 8858.36 5106.96 0.97 0.88 4521.32 3230.30
ICEEMDAN-MARS 0.88 0.67 8198.56 4675.83 0.98 0.93 3506.96 2481.16
PSO-SVR 0.67 0.16 13067.18 7872.27 0.88 0.61 8178.32 5816.27
M5 model tree 0.68 0.02 14144.12 8978.01 0.84 0.44 9821.98 6993.60
MARS 0.66 0.18 12904.16 8403.72 0.88 0.62 8051.44 5760.05

Whole week forecast horizon Public holiday forecast horizon
ICEEMDAN-PSO-SVR 0.99 0.95 3619.29 2642.16 0.92 0.76 8292.57 6092.21
ICEEMDAN-M5 model tree 0.96 0.86 6172.75 3828.10 0.87 0.55 11411.28 8208.92
ICEEMDAN-MARS 0.98 0.94 3924.59 2945.40 0.90 0.72 9074.59 7789.78
PSO-SVR 0.88 0.64 9708.61 7273.31 0.62 −0.16 19099.48 15809.16
M5 model tree 0.77 0.20 14541.30 11168.70 0.59 −0.83 23968.12 20400.46
MARS 0.84 0.48 11683.75 9316.54 0.67 0.14 16377.51 12336.55

Table 4
The relative root-mean square error (RRMSE%), mean absolute percentage error (MAPE%) and Legates & McCabes Index (ELM) for the models in the test datasets for the short-term. The
most accurate model is boldfaced.

Model MAPE (%) RRMSE (%) ELM MAPE (%) RRMSE (%) ELM

Weekend forecast horizon Working days forecast horizon
ICEEMDAN-PSO-SVR 1.34 2.01 0.65 0.77 1.13 0.77
ICEEMDAN-M5 model tree 1.77 3.15 0.53 1.07 1.50 0.68
ICEEMDAN-MARS 1.61 2.92 0.57 0.82 1.16 0.75
PSO-SVR 2.69 4.65 0.28 1.92 2.71 0.42
M5 model tree 3.11 5.03 0.18 2.31 3.26 0.30
MARS 2.90 4.59 0.23 1.90 2.67 0.43

Whole week forecast horizon Public holiday forecast horizon
ICEEMDAN-PSO-SVR 0.89 1.22 0.79 2.14 2.97 0.55
ICEEMDAN-M5 model tree 1.29 2.09 0.70 2.89 4.09 0.39
ICEEMDAN-MARS 0.99 1.33 0.77 2.78 3.25 0.42
PSO-SVR 2.46 3.28 0.43 5.55 6.87 −0.13
M5 model tree 3.77 4.92 0.12 7.18 8.62 −0.46
MARS 3.15 3.95 0.27 4.30 5.89 0.12
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were 48.39% and 130.32%/159.50% greater and lower, respectively,
for the ICEEMDAN-PSO-SVR model than for the PSO-SVR model.
Comparing the ICEEMDAN-PSO-SVR model’s accuracy statistic (ENS =
0.76) with the PSO-SVR model (ENS = −0.16) supported this result.
Similarly, for the weekend, working days and whole week forecasting

horizons, the advantage of the ICEEMDAN-MARS model and ICEEM-
DAN-M5 model tree over the classic MARS model and M5 model tree
are indicated in Table 3.

Using the weekend dataset, a comparison among the three advanced
models indicated that the ICEEMDAN-PSO-SVR (WI=0.95, ENS =0.84,

Fig. 5. Scatterplot of the G-forecasted vs. G-observed of electricity demand data in the testing period for the (a) weekend (b) working days (c) whole week (d) public holiday forecast
horizons using the six models. The equation of the linear regression line and the coefficient of determination are incorporated.
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RMSE=5650.53MW, and MAE=3867.00MW) outperformed both
the ICEEMDAN-M5 model tree (WI=0.88, ENS = 0.62,
RMSE=8858.36MW, and MAE=5106.96MW) and the ICEEM-
DAN-MARS (WI=0.88, ENS =0.67, RMSE=8198.56MW, and
MAE=4675.83MW). Similar performances were also evident for the
working days, whole week and public holiday forecasting horizons
(Table 3). Thus, the best accuracy for G forecasting was achieved by the

ICEEMDAN-PSO-SVR.
The best values of MAPE, RRMSE and ELM , which show the ‘good-

ness-of-fit’ between the model-forecasted and observed data (e.g.,
[8,69,74,85]), were also yielded by the ICEEMDAN-PSO-SVR model for
the four forecasting horizons (Table 4). For the whole week forecast
horizon, MAPE, RRMSE and ELM were 0.89%, 1.22% and 0.79, re-
spectively, compared to 1.29%, 2.09% and 0.70 for the ICEEMDAN-M5

Fig. 5. (continued)
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model tree and 0.99%, 1.33% and 0.77 for the ICEEMDAN-MARS
model. The performance of the classic models showed double values of
MAPE and RRMSE and half values of ELM , and were not satisfactory.
Table 4 contains further details of metrics for all forecast horizons.

The scatterplots of G Gvs.i
for

i
obs for the weekend, working days,

whole week and public holiday in the testing period are depicted in
Fig. 5(a–d). To demonstrate the relationship between G Gandi

for
i
obs, the

least squares regression line, = = ′ + ′y G a b ,i
for Gi

obs
where the constant

′a and the y-intercept ′b were utilized to outline the model’s accuracy
[8], with the correlation of determination R( )2 , was employed. For the
weekend forecast horizon (Fig. 5a), the ICEEMDAN-PSO-SVR model (a'
= 0.73, b' = 75,406 and R2 = 0.87) was significantly better than the
ICEEMDAN-MARS (a' = 0.62, b' = 106,507 and R2 = 0.68) and the
ICEEMDAN-M5 model tree (a' = 0.68, b' = 90,070 and R2 = 0.62).
According to Fig. 5b and c, the ICEEMDAN-PSO-SVR model (R2 = 0.94
and 0.95) outperformed both the ICEEMDAN-MARS (R2 = 0.93 and
0.94) and the ICEEMDAN-M5 model tree (R2 = 0.89 and 0.86) by a
small margin for the working days and whole week datasets, respec-
tively. The proposed model’s R2 was also greater than those for the
ICEEMDAN-MARS and ICEEMDAN-M5 model tree scenarios by 9.59%
and 33.33%, respectively, for the public holiday data (Fig. 5d). Poor
results were generated when the standard models (PSO-SVR, MARS and
M5 model tree) were employed to forecast G data.

The absolute value of the forecasted error statistics
= −FE G G| | | |i

for
i
obs was calculated to design the boxplots, as shown in

Fig. 6. The lower and upper lines of the boxplot denoted the first and
third quartiles (25th and 75th percentiles), respectively, and the
median value (50th percentile) was represented by the central line.
Additionally, two horizontal lines were drawn out from the first and
third quartiles to the smallest and largest non-outliers, respectively. It
was apparent that the non-ICEEMDAN model errors were dramatically
larger for all the short-term datasets. In accordance with the previous
results (Tables 3 and 4, and Fig. 5), the magnitude of G forecasted errors
including the lower, median and upper quartiles were relatively small
when the ICEEMDAN-PSO-SVR model was employed compared with
the ICEEMDAN-MARS and ICEEMDAN-M5 model tree techniques. Al-
though the maximum point of FE| | values generated by ICEEM-
DAN-PSO-SVR was larger than ICEEMDAN-MARS in the case of the
public holiday forecast horizon (Fig. 6d), the former model was more
accurate with respect to the first, second and third quartiles. Overall, a
significantly greater accuracy was attained by the ICEEMDAN-PSO-SVR
model than the other models.

The Taylor diagram, which determined the angular location to the
inverse cosine of the correlation coefficient [88], was plotted in Fig. 7
to show the most close model to the observed data in the testing period.
The correlation coefficient r( ), on the radial axis, and the standard
deviation on the polar axis were used together in this figure to adjust
the closest fit model to the predictors. For all the forecasting scenarios,
the ICEEMDAN-PSO-SVR, which generated the greatest value of r,
yielded the closest forecasted to the observed data. Again, the modelled
data, generated by the classic models, were far away from the pre-
dictors. Thus, by combining ICEEMDAN with the PSO-SVR model, the
distance between the observed and forecasted in the testing datasets
was reduced by more than half.

With respect to the percentage of FE| |, the empirical cumulative
distribution function (ECDF) was plotted at different forecasting abil-
ities (Fig. 8). According to this figure, the ICEEMDAN-PSO-SVR method
was slightly better than ICEEMDAN-MARS for weekend, working days
and whole week forecasting horizons, and both models were superior to
the ICEEMDAN-M5 model tree (Fig. 8(a–c)). Based on the percentage of
errors in the begging bracket (0 to±0.5 · 104 MW) for the public
holiday scenario, Fig. 8d clearly confirms that the ICEEMDAN-PSO-SVR
was the most responsive model in forecasting G data (0.45%) compared
to 0.36% for the ICEEMDAN-M5 model tree and 0.27% for the ICEE-
MDAN-MARS model. Inferior performances were demonstrated when

Fig. 6. Boxplots of the absolute forecasted error, = −FE G G| | | |FOR i OBS i, , in the testing
period for the (a) weekend (b) working days (c) whole week (d) public holiday forecast
horizons using the six models.
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the non-ICEEMDAN mechanisms were utilized. Therefore, the highest
performance with the lowest FE| | resulted from the PSO-SVR model
based on the current decomposition skill (ICEEMDAN).

4.2. Long-term forecasting horizon

Tables 5 and 6 present the details regarding the model performances
for the monthly time period. Based on a comparison between G-ob-
served and G-forecasted, the performance of the main model (ENS =
0.70, RRMSE=3.18%, and MAPE=2.18%) was more accurate than
the ICEEMDAN-M5 model tree (ENS = 0.65, RRMSE=3.45%, and
MAPE=2.45%), and the ICEEMDAN-MARS (ENS = 0.69,
RRMSE=3.26%, and MAPE=2.26%) by a small margin, but it was
much better than the classic models.

Figs. 9 and 10 demonstrate the boxplot and Taylor diagram, re-
spectively, while Fig. 11 shows the magnitude of the absolute value of
relative errors accumulated over the monthly timescale for the six
forecasting criteria in the testing period. Although the forecasting skills
generated by the ICEEMDAN-forms were slightly different, the lowest
three quartiles (25th, 50th and 75th percentiles) and the top value of r
were obtained by the ICEEMDAN-PSO-SVR (Figs. 9 and 10). This per-
formance was confirmed by the low magnitude of relative forecasted
errors (Fig. 11a). For example, the relative error in September was
smaller by almost 50% for the ICEEMDAN-PSO-SVR model than for any
other models. On the other hand, the classic models had large magni-
tudes of error, such as between November and January for both PSO-
SVR and MARS and December to April for the M5 model tree. Overall,
the PSO-SVR model provided better performance, including lower error

Fig. 7. Taylor diagram showing the correlation coefficient between G-observed and G-forecasted and standard deviation for each model utilizing (a) weekend (b) working days (c) whole
week (d) public holiday forecast horizons.
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statistics (Figs. 9 and 11) and higher correlation coefficients (Fig. 10)
when it was combined with the ICEEMDAN technique.

Given that the ICEEMDAN-PSO-SVR model provides better results
than other new and traditional data driven approaches, this method
could provide a very useful and accurate demand forecasting tool (for
daily or monthly lead times) that can support the National Electricity
Market in Australia (e.g., AEMO). This could improve their electric
energy generation, facilitate efficient decision-making in the
Electricity Market and infrastructure services, and improve network
planning for the short and long-term forecasting horizons. And finally,
generating accurate electricity load forecasts using the ICEEM-
DAN-PSO-SVR model can also be used to forecast electricity prices

that in turn can help both power producers and consumers develop
and explore various strategies.

5. Limitations and future work

Although this study was the first to develop and evaluate the ICE-
EMDAN-PSO-SVR model for G forecasting, several limitations should be
addressed in future research studies. The ICEEMDAN technique could
be extended into two-layer decomposition scenarios when the varia-
tional mode decomposition (VMD) is applied to further decompose
IMF1 (and other related high frequency IMF) generated by ICEEMDAN,
into a number of variational modes [22,23]. Therefore, the forecast

Fig. 8. Empirical cumulative distribution function (ECDF) of the forecast error, |FE| in the testing period for the (a) weekend (b) working days (c) whole week (d) public holiday forecast
horizons using the six models.
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accuracy may improve when ICEEMDAN-VMD is considered. However,
Wang et al. [22,23] used the fast EEMD and CEEMD with VMD without
considering the ICEEMDAM algorithm. Hence, the combination of
ICEEMDAN with VMD has not yet been explored for any type of data
forecasting yet. On the other hand, the disadvantage of the ICEEMDAN
method is that it produces different numbers of IMFs that lead to dif-
ferent lengths of data when two or several predictors (e.g. climate
variables), which can be used to develop a model, are decomposed by
the proposed method in this research paper. In addition, despite the
PSO demonstrating good performance in selecting the 3D parameters of
the SVR model, it would be advantageous to include an improved PSO
model [61], multi-swarm PSO (MSPSO) model [89], or develop a ge-
netic algorithm [90] that could help to identify appropriate parameters
for the SVR model. As well, as the PSO algorithm, which was used in
this study, is slow and takes a longer time to produce the parameters of
the SVR model, the above alternative methods could solve this issue.
Furthermore, only the historical G data were used to develop the
models in this study. Climate data (e.g., temperature, rainfall, humidity
and solar radiation), which can also influence G (e.g., [12,91]), could
also be incorporated into the G forecasting environment. As a re-
lationship between G data and temperature is clearly shown in winter
and summer (not shown here), it would be useful to develop a fore-
casting model utilizing both the seasonal G and the related climate
input data. Finally, the ICEEMDAN-PSO-SVR approach could be

Fig. 8. (continued)

Table 5
The performance of the models in the test period for the long-term (monthly) measured
by Willmott’s index (WI), Nash–Sutcliffe coefficient (ENS), root-mean square error (RMSE;
MW), and mean absolute error (MAE; MW). The most accurate model is boldfaced.

Model WI ENS RMSE (MW) MAE (MW)

Monthly forecast horizon
ICEEMDAN-PSO-SVR 0.91 0.70 282050.71 194002.42
ICEEMDAN-M5 model tree 0.88 0.65 306344.02 217165.21
ICEEMDAN-MARS 0.91 0.69 289159.49 199727.16
PSO-SVR 0.67 0.14 481159.00 394404.91
M5 model tree 0.63 −0.14 551823.54 438279.74
MARS 0.61 0.12 485541.53 394284.68

Table 6
The relative root-mean square error (RRMSE%), mean absolute percentage error (MAPE
%) and Legates & McCabes Index (ELM) for the models in the test datasets for the long-
term (monthly) horizon. The most accurate model is boldfaced.

Model MAPE (%) RRMSE (%) ELM

Monthly forecast horizon
ICEEMDAN-PSO-SVR 2.18 3.18 0.56
ICEEMDAN-M5 model tree 2.45 3.45 0.50
ICEEMDAN-MARS 2.26 3.26 0.54
PSO-SVR 4.38 5.42 0.10
M5 model tree 4.86 6.21 −0.003
MARS 4.35 5.47 0.10

Fig. 9. Boxplots of the absolute forecasted error, = −FE G G| | | |FOR i OBS i, , in the testing
period for the monthly forecast horizons using the six models.

Fig. 10. Taylor diagram showing the correlation coefficient between G-observed and G-
forecasted and standard deviation for each model utilizing monthly forecast horizon.
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improved with ensemble-based uncertainty testing via a bootstrapping
procedure and the Bayesian Model Averaging (BMA) framework
[92,93].

6. Concluding remarks

In this paper, a hybrid ICEEMDAN-PSO-SVR model was proposed
for short-term (i.e., weekend, working days, whole week, and public
holiday), and long-term (i.e., monthly) G forecasting horizons in
Queensland, Australia where the models used data from the Australian
Energy Market Operator (AEMO). The non-stationary time series data

were addressed via the ICEEMDAN technique that was used to de-
compose the data into IMFs and residual subsets (Table 1 and Fig. 2a).
The PSO algorithm was employed to determine the 3D parameters,
which are the regulation function (C), kernel widths (σ) and loss
function ε( ), of the SVR model.

Five other data-driven benchmarking models, (i.e., ICEEM-
DAN-MARS, ICEEMDAN-M5 model tree, PSO-SVR, MARS and M5
model tree), were also developed in this research. These models were
compared with the proposed ICEEMDAN-PSO-SVR model using several
statistical score metrics: mean absolute error (MAE), root-mean square
error (RMSE), relative MAE and RMSE (%), Willmott’s Index (WI), the

Fig. 11. Relative error analysis over the monthly forecast horizon in the testing period. The six models and the magnitude of relative forecasted errors are indicated on top of each plot
and on the radial axis, respectively.
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Nash-Sutcliffe coefficient E( )NS , and the Legates and McCabe Index
E( )LM computed in the independent test dataset. It was found that the
hybrid ICEEMDAN-PSO-SVR model yielded the most accurate fore-
casting results for all forecasting horizons explored in this study.

Although this study showed the advantages of the ICEEMDAN-PSO-
SVR model over other models, some limitations, such as not using a
two-layer decomposition by combining the ICEEMDAN with VMD, not
optimizing the SVR parameters by MSPSO, and not utilizing seasonal G
and climate data, could be addressed in follow-up research studies. The
aim of our future work is to explore those mechanisms based on data
from the University of Southern Queensland (USQ) to reduce error in
energy forecasting and diminish the risk to energy policies due to over
or under estimation of G.
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Chapter 5: Using a Wide Range of Data to 
Investigate the Impact of Climate and Atmospheric 
Variables on Electricity Demand Forecasting 

5.1 Foreword 
This chapter presents an exact copy of the published article in the journal of Renewable 

and Sustainable Energy Reviews (Vol. 113, Pages 109-293). 

This chapter is designed to address some limitations appeared in the previous work 

of Chapter 4. The challenges are the influence of exogenous predictor variables and 

developing ensemble-based uncertainty model to generate the prediction errors. To 

address these problems, a variety of predictor datasets from climate and atmospheric 

parameters and a bootstrapping procedure (B) have been used to feed an artificial 

neural network (ANN) constructing a new forecasting methodology and estimate the 

forecast uncertainty, respectively. Energex (G) with a wide range of exogenous input 

datasets for eight stations located in southeast Queensland, Australia are adopted to 

develop these methods for 6.0 hour and daily G forecasting horizons. A comparison 

study is then made between the ANN model and other three models of multivariate 

adaptive regression spline (MARS), multiple linear regression (MLR), and 

autoregressive integrated moving average (ARIMA). Additionally, a combination of 

forecasting approach is presented in this chapter by combining the forecasts of the 

ANN, MARS, and MLR models to build a hybrid ANN model. Finally, the B-hybrid 

ANN technique is used to construct an ensemble model and evaluate the uncertainty 

assessments obtained from the forecast values. The novel and main contribution of this 

chapter is the using of climate and atmospheric predictor variables, as a pertinent driver 

of energy demand variability, as changes in climatic and atmospheric conditions are 

likely to influence how people and organisations use electrical energy. 

5.2 Research Highlights 
 Importance of external datasets (climate and atmospheric Reanalysis) to 

forecast energy demand. 

 Developing a hybrid ANN model by combining the outputs of three models. 

 Estimating the forecast uncertainty using a bootstrap method. 

 Low and high-dimensional models. 
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 Energy security studies should explore ANN models trained with climate 

variables. 

5.3 Published Article III 
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A B S T R A C T

Reliable models that can forecast energy demand (G) are needed to implement affordable and sustainable energy
systems that promote energy security. In particular, accurate G models are required to monitor and forecast local
electricity demand. However, G forecasting is a multivariate problem, and thus models must employ robust
pattern recognition algorithms that can detect subtle variations in G due to causal factors, such as climate
variables. Therefore, this study developed an artificial neural network (ANN) model that used climatic variables
for 6-hour (h) and daily G forecasting. The input variables included the six most relevant climate variables from
Scientific Information for Land Owners (SILO) and 51 Reanalysis variables obtained from the European Centre
for Medium-Range Weather Forecast (ECMWF) models. This information was used to forecast G data obtained
from the energy utility (Energex) at 8 stations in southeast Queensland, Australia, by utilizing statistically sig-
nificant lagged cross-correlations of G with its predictor variables. The developed ANN model was then
benchmarked against multivariate adaptive regression spline (MARS), multiple linear regression (MLR), and
autoregressive integrated moving average (ARIMA) models using various statistical metrics, such as relative
root-mean square error (RRMSE%). Additionally, this study developed a hybrid ANN model by combining the
forecasts of the ANN, MARS, and MLR models. The bootstrap (B) technique was also used with the hybrid ANN
model, creating the B-hybrid ANN, to estimate the forecast uncertainty. According to both forecast horizons, the
results indicated that the ANN model was more accurate than the ARIMA, MARS, and MLR models for G
forecasting. Furthermore, the hybrid ANN was the most accurate model developed in this research study. For
example, at the best site (Redcliffe), the hybrid ANN model generated an RRMSE of 3.85% and 4.37% for the 6-h
and daily horizons, respectively. This study found that an ANN model could be used for accurately forecasting G
over multiple horizons in southeast Queensland.

1. Introduction

In 2015 the 2030 Agenda for Sustainable Development was adopted
by all United Nations member states, representing their commitment to
the strategic implementation of 17 sustainable development goals
(SDGs) [1]. In particular, Goal seven aims to improve global energy
systems [1] through the achievement of five objectives by 2030. These
include (1) provide global access to affordable, reliable, and modern
energy, (2) greatly increase the share of renewable energy around the
world, (3) double the universal rate of improving energy efficiencies,

(4) improve international collaborations and access to energy studies
and skills, and (5) support technologies that supply up-to-date and
sustainable energy services [1]. These objectives are important as
global energy demand is expected to increase by over 50% before 2030
if worldwide demand growth rates are not curtailed [2].

An overview of projected changes in electricity demand (G) from
2020 to 2030 in the Australian Energy Market identified significant
factors that affect the electricity industry [3]. These factors included
potential changes in regional markets and the need for better systems to
project demand accurately. It is expected that the demand of
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conventional energy sources in Australia will be reduced over the next
decade from increased renewable energy supply, improvements in the
energy efficiency of building structures, and the use of solar panels in
residential areas [3]. However, the short and long-term stochastic be-
haviour or subtle variation of energy demand is influenced by several
exogenous factors. These factors include changes in solar radiation (i.e.,
impacting the solar energy industry), wind regimes (i.e., impacting the
wind energy industry), and localized air temperature (i.e., driving
people to demand more energy to improve their comfort in extremely
warm and cold weather). Given the potential influence of these exo-
genous factors on energy demand, a variety of predictor datasets are
needed when developing a model for G monitoring and forecasting.
Accurate knowledge of current and forecasted G could aid the design of
energy devices that can support nations in achieving Goal 7 of the
SDGs.

In regional and national energy grid systems, accurate G forecasts
can support the development of energy security strategies. In particular,
G forecasts can help in addressing issues of localized energy fluctuation
in distribution networks, energy system installations, renewable energy
investments, electricity demand planning, and creation of new energy
management policies [4]. Currently, in Australia, forecasted energy
demand is primarily managed by forecasters working in the Australian
Energy Market Operator (AEMO) [5], who utilize semi-parametric-type
additive models that explore multiple input variables such as air tem-
perature and calendar effects, as well as demographic and economic
datasets associated with energy demands for whole states. Additive
models are useful for approximating high-dimensional regression
functions and extending generalized linear models to combine statis-
tical learning with interpretability and flexibility. However, these
models do not consider demand data for smaller areas, such as sub-
stations, which can be significantly affected by climate variables.

Furthermore, these models have limitations due to assumptions of
the data distribution, a tendency for overfitting, and a loss of predict-
ability when smoothed variables have values outside of the training
data range [6]. However, recent advancements in data analytics have
led to improvements in machine learning methods through the black-
box approach, which has subsequently become a standard methodology
for G forecasting [23]. For example, a number of recent studies have

forecasted G using statistically significant lag combinations of historical
demand data along with partial autocorrelation functions (e.g., [7–12]),
where different data-driven models for G forecasting were developed
with machine learning algorithms.

Specifically, G data for the entire area of Queensland, Australia,
were forecasted by Al-Musaylh and Deo [7] using multivariate adaptive
regression splines (MARS), support vector regressions (SVR), and au-
toregressive integrated moving average (ARIMA) models. The authors
concluded that the MARS algorithm performed the best for the short-
term (0.5 h and 1.0 h) forecast horizons, and SVR performed the best for
the daily (24 h) forecast horizon. Another study [8], by the same au-
thors, led to an improvement in forecasting accuracy through the use of
a two-phase particle swarm optimized (PSO)-SVR hybrid model, which
was integrated with improved empirical mode decomposition with
adaptive noise (ICEEMDAN) as a pre-processing algorithm to decom-
pose G data (before running the forecasting model). In that study,
multiple forecast horizons, including short-term (i.e., weekends,
working days, whole weeks, and public holidays) and long-term (i.e.,
monthly) horizons, were employed to test the predictive ability of the
ICEEMDAN-PSO-SVR hybrid approach. These studies, which specifi-
cally focused on Australia, contributed to the utilization of machine
learning algorithms to forecast electrical energy demand.

Elsewhere, the performance of artificial neural network (ANN)
models were tested using statistically significant combinations for dif-
ferent datasets including energy prediction data for buildings [13,14],
electricity price data [15], and energy demand data [16,17]. Although a
reliable forecasting accuracy for the energy demand model was ob-
tained using statistically significant lagged inputs of real demand series
[7,8], model performance was improved when other variables were
incorporated into the model, likely because several interacting elements
influence changes in electricity demand. Localized weather-related
variables, such as air temperature, rainfall, wind regimes, and cloud
cover, are likely to affect electrical energy usage.

A literature review revealed that a limited number of research stu-
dies (e.g., [18–20]) have incorporated exogenous predictor variables
from climate-based elements to forecast G data. Research undertaken
by Mirasgedis et al. [18] focused on a region in Greece where a few
meteorological variables, such as air temperature, humidity, wind

Acronyms

MW Megawatt
G Electricity load demand, MW
MARS Multivariate adaptive regression splines
SVR Support vector regression
RMSE Root-mean square error
MAE Mean absolute error
RRMSE Relative root-man square error, %
MAPE Mean absolute percentage error, %
WI Willmott's Index
ENS Nash–Sutcliffe efficiency coefficient
ELM Legates and McCabe's Index
SILO Scientific Information for Land Owners
ECMWF European Centre for Medium Range Weather Forecasts
G for G forecasted
ICEEMDAN Improved version of empirical mode decomposition

with adaptive noise
MLR Multiple linear regression
Gobs G observed
trainbfg Levenberg-Marquardt
trainlm Broyden-Fletcher-GoldfarbShanno
tansig Tangent sigmoid
p Autoregressive term in ARIMA
q Moving average term in ARIMA

σ2 Variance
logsig Log sigmoid
ARIMA Autoregressive integrated moving average
ANN Artificial neural network
AEMO Australian Energy Market Operator
purelin Positive linear
L Hidden neuron size
PACF Partial auto-correlation function
B Bootstrapping algorithm
R2 Coefficient of determination
BMA Bayesian model averaging
FA Firefly algorithm
WT Wavelet transforms
GCV Generalized cross-validation
Gi

for ith forecasted value of G, MW
Gi

obs ith observed value of G, MW
G for Mean of forecasted values
Gobs Mean of observed values
FE Absolute forecasted error statistics
PSO Particle swarm optimization
LH Log likelihood
d Degree of differencing in ARIMA
AIC Akaike information criterion
SDGs Sustainable development goals
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speed, and solar radiation were employed for medium-term G for . They
concluded that air temperature and humidity could be crucial predictor
variables used in an energy demand model. Additionally, in South
Africa, Lebotsa et al. [19] used calendar effects, air temperature, and a
lagged demand dataset to train a partial linear additive quantile re-
gression model for energy demand forecasting. Other research has in-
dicated a possible causal relationship between climate change and en-
ergy demand without examining the feasibility of designing a demand
model for G data forecasting [20]. In the context of Australia, where
climate-based variables play a crucial role in forecasting solar radiation
[21,22], exploratory studies that incorporate these variables into en-
ergy demand models are an interesting and novel research endeavour.
Studies on multivariate methods for G forecasting can potentially in-
form engineers, power analysts, and climate-energy policymakers on
how to improve energy demand models by considering the role of
exogenous climate-based predictors in real-world energy forecasting
problems.

Therefore, the current research presents a novel study that aimed to
advance a new approach for energy demand forecasting by using ex-
tensive sets of climate-based predictors, including both ground-based
measurements and atmospheric Reanalysis data obtained from the nu-
merical weather forecasting model, to forecast station-based electricity
energy demand. The study region was southeast Queensland, Australia,
where ground-based model data were extracted from the Scientific
Information for Land Owners (SILO), and numerical weather forecast
data from the European Centre for Medium-Range Weather Forecasts
(ECMWF). This study utilized a relatively wide range of input features
and patterns from climate-based predictor variables that may be related
to energy demand data in order to construct a robust model framework.
A total of six ground-based variables and 51 ECMWF-based variables

were used. The energy demand data were extracted from the database
of the primary energy utility, Energex, a leading power distributor in
southeast Queensland.

To achieve this goal, physical and data-driven models were con-
sidered. While physically-based models are based on the physical be-
haviour of model parameters, data-driven models employ machine
learning algorithms to detect the relationships between predictors and
objective variables using historical datasets [23–25]. Recent studies
(e.g., [26,27]), have found that data-driven forecasting models such as
ANN led to improvements in forecasting accuracy over physical models
such as the Predictive Ocean Atmosphere Model for Australia
(POAMA). Five advantages of data-driven models, in comparison to
physically-based models, have been identified [26,28,29]. Specifically,
data-driven models (1) can be run and the output can be explained with
less complexity in the future pattern's description of the climate vari-
ables, (2) are easier to assess, (3) require less data and costs, (4) require
shorter training and testing periods, and (5) have high specificity.
Therefore, applying data-driven techniques to create a G forecasting
model can have many advantages as an alternative to physically-based
models.

In this paper, an ANN model, a data-driven black-box tool that does
not require detailed information about the predictor variables in com-
parison with physical techniques [23], was developed for G forecasting.
The ANN model can predict future values of more than one variable at
the same time and handle non-linear datasets [30]. The ANN model has
various applications for data forecasting (e.g., [31,32]) when exogenous
variables are used, and when it has been used globally, it has often
achieved a relatively small margin of predictive errors for different data
forecasting horizons (e.g., [16,28,32–34]). Additionally, different stu-
dies (e.g., [35–38]) have developed ensemble-based uncertainty

Fig. 1. Map of the present study area showing the locations in southeast Queensland where the energy demand forecasting models were devloped and tested using
climate-based predictor variables. (a) Energex stations are shown as green circles (b) SILO points are shown as red triangles and (c) ECMWF (ERA-Interim) Reanalysis
grids are shown as pink boxes, where each grid contains four points with the mean of these points used as the data point for that grid. Information in Table 1 was used
to generate the spatial map. (To view this figure in colour, the reader is referred to the Web version of this article).
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forecasted models by using a bootstrap (B) procedure to assess the
model's stability based on the prediction intervals of the ANN models.
In particular, B is a data-driven technique that can utilize an ensemble
framework to help reduce the prediction uncertainties through in-
tensive resampling with replacement [39,40]. In Australia, three studies
[23,31,32] have successfully applied the ANN model to forecast pre-
cipitation, solar radiation, and streamflow. However, the ability of the
ANN model integrated with large datasets to forecast G has not yet been
explored everywhere.

Therefore, in this study, the ANN model was evaluated against two
alternative multivariate models, MARS and multiple linear regression
(MLR), developed as high-dimensional models with several predictors,
as well as the low dimensional (simple) model, ARIMA. Various sta-
tistical metrics were used to assess the performance of the ANN for G
forecasting, in comparison to the other models employed. In addition, a
hybrid ANN model was constructed by combining the three models of
ANN, MARS, and MLR. For the hybrid model, the prediction interval
(PI) was calculated using the B-hybrid ANN model to address un-
certainty assessment for G forecasting.

There were five main objectives of this study, (1) to extract datasets
from SILO and ECMWF to be used as predictor variables, and datasets

from Energex to be used as the target variable, (2) to develop an ANN
model for short-term forecasting of 6-hour (h) and daily horizons, (3) to
evaluate the performance of the ANN model in comparison to the
MARS, MLR, and ARIMA models, (4) to construct a hybrid ANN model
by combining ANN with MARS and MLR, and (5) to estimate the
forecast uncertainty using the B-hybrid ANN model. These objectives
are achieved in the following sections. Section 2 explains the supporting
theory for the different models, while section 3 provides the materials
and methods, which include the data, forecast model development, and
assessment criteria. Section 4 presents the results and discussion, while
section 5 provides possible solutions to address challenges in future
work. Finally, section 6 summarizes the research results and contribu-
tions.

2. Conceptual framework

In this section, only the ANN, MLR, and B methods are described
thoroughly. The details of the MARS, and ARIMA strategies, presented
by Friedman [41] and Box and Jenkins [42], are well explained in
previous works (e.g., [7,8,31,43–45]), and thus not presented here.

Table 1
The longitudes and latitudes for data locations used in this study: (a) Energex (b) SILO (c) ECMWF (ERA-Interim) Reanalysis.

Energex Station SILO Reanalysis

Name Latitude Longitude Name Latitude Longitude Latitude Longitude

Beerwah 26.8573 152.9552 Beerwah Forest 26.8564 152.9764 26.7500 26.8750 152.8750 153.0000
Burpengary 27.1544 152.9728 Burpengary Ulmann Rd 27.1414 153.0089 27.1250 27.2500 153.0000 153.1250
Ipswich South 27.61551 152.7641 Ipswich 27.6117 152.7608 27.5000 27.6250 152.7500 152.8750
Narangba 27.2015 152.9655 Narangba Railway Stn 27.2000 152.9667 27.1250 27.2500 152.8750 153.0000
Redcliffe 27.2258 153.1063 Redcliffe Council 27.2450 153.1006 27.1250 27.2500 153.0000 153.1250
Redland Bay 27.6372 153.2857 Redland Bay Qld Uni Farm 27.6192 153.3056 27.5000 27.6250 153.2500 153.3750
Wynnum 27.4437 153.1736 Wynnum Railway Station 27.4500 153.1667 27.3750 27.5000 153.1250 153.2500
Zillmere 27.3583 153.0500 Zillmere Post Office 27.3589 153.0375 27.2500 27.3750 153.0000 153.1250

Fig. 2. Time-series of the electricity demand (G, MW) data used for the Beerwah study site for 6-h and daily periods.

Table 2
Descriptive statistics of the electricity demand (G, MW) for the eight Energex stations with 6-h and daily periods.

Forecast horizon Data Period (dd-mm-yyyy) Property Beerwah Burpengary Ipswich South Narangba Redcliffe Redland Bay Wynnum Zillmere

6-h 01-07-2014 to 30-06-2017 Minimum (MW) 37.40 21.55 38.81 21.27 73.74 18.09 59.40 78.39
Maximum (MW) 279.52 258.00 347.98 251.66 235.45 359.37 266.43 600.87
Mean (MW) 79.65 87.93 94.09 100.96 125.72 67.72 109.19 165.51
Standard deviation (MW) 18.76 30.48 28.08 29.10 27.55 24.55 28.33 39.58

Daily 01-07-2014 to 29-06-2017 Minimum (MW) 211.54 234.71 258.18 220.63 392.69 203.88 301.63 485.10
Maximum (MW) 554.27 678.53 696.52 683.55 718.56 557.40 724.38 1106.43
Mean (MW) 318.59 351.76 376.39 403.85 502.89 270.90 436.76 662.01
Standard deviation (MW) 44.68 61.77 62.90 78.78 55.90 44.62 59.46 87.58
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2.1. Artificial neural network (ANN)

A non-linear regression problem with multiple inputs can be solved
by an ANN technique [46] as follows:

= +
=

y x F w t x t b( ) ( ). ( )
i

L

i i
1 (1)

where = =
=x t x R( ) { }i i i

i n N
1 are the input variables (SILO, ECMWF Re-

analysis or partial autocorrelation function (PACF) for G data),
and = =

=y x y R( ) { }i i
i N

1 is the target variable (G for) in the training period.
The values of b, w t( )i , F, and L are the neuronal bias, the weight that

Table 3
Model input variables from SILO and ERA-Interim Reanlysis used for 6-h and daily.G for

Source No. Variable name Acronym Mean (e.g. Beerwah data)

6-h Daily

SILO 1 Maximum temperature TMax 26.31
2 Minimum temperature TMin 15.88
3 Rainfall Rain 3.73
4 Evaporation Evap 5.15
5 Solar radiation Radn 18.28
6 Vapour pressure VP 17.84

Reanalysis 7 Vertical integral of mass of atmosphere p53.162 10186.67 10186.64
8 Vertical integral of temperature p54.162 2601493.88 2601506.13
9 Vertical integral of water vapour p55.162 25.66 25.66
10 Vertical integral of ozone p58.162 0.01 0.01
11 Vertical integral of kinetic energy p59.162 2535683.21 2533465.76
12 Vertical integral of thermal energy p60.162 2611649009.46 2611660635.11
13 Vertical integral of potential + internal energy p61.162 2626949967.16 2626961540.62
14 Vertical integral of potential + internal + latent energy p62.162 2691110176.10 2691142610.04
15 Vertical integral of total energy p63.162 2693645851.60 2693676068.17
16 Vertical integral of energy conversion p64.162 164.85 165.06
17 Vertical integral of eastward mass flux p65.162 111538.38 111457.87
18 Vertical integral of northward mass flux p66.162 12733.86 12778.81
19 Vertical integral of eastward kinetic energy flux p67.162 94633097.10 94501469.70
20 Vertical integral of northward kinetic energy flux p68.162 −2924314.67 −2848793.90
21 Vertical integral of eastward heat flux p69.162 26271018743.55 26252081657.94
22 Vertical integral of northward heat flux p70.162 3401655077.02 3411787299.63
23 Vertical integral of eastward water vapour flux p71.162 10.25 10.25
24 Vertical integral of northward water vapour flux p72.162 26.61 26.58
25 Vertical integral of eastward geopotential flux p73.162 10698893652.73 10690448746.89
26 Vertical integral of northward geopotential flux p74.162 653385798.50 658668079.51
27 Vertical integral of eastward total energy flux p75.162 37090107708.45 37062579702.24
28 Vertical integral of northward total energy flux p76.162 4118857514.61 4134281550.79
29 Vertical integral of eastward ozone flux p77.162 −0.02 −0.02
30 Vertical integral of northward ozone flux p78.162 0.00 0.00
31 Vertical integral of divergence of mass flux p81.162 0.00 0.00
32 Vertical integral of divergence of kinetic energy flux p82.162 4.23 4.09
33 Vertical integral of divergence of thermal energy flux p83.162 105.85 106.17
34 Vertical integral of divergence of moisture flux p84.162 0.00 0.00
35 Vertical integral of divergence of geopotential flux p85.162 −178.25 −178.37
36 Vertical integral of divergence of ozone flux p87.162 0.00 0.00
37 Vertical integral of northward cloud liquid water flux p89.162 −0.02 −0.02
38 Vertical integral of northward cloud frozen water flux p91.162 −0.12 −0.12
39 Vertical integral of mass tendency p92.162 0.00 0.00
40 Surface pressure sp 99897.13 99896.77
41 Total column water tcw 25.73 25.74
42 Total column water vapour tcwv 25.66 25.66
43 Soil temperature level 1 stl1 293.26 293.26
44 Mean sea level pressure msl 101702.71 101702.33
45 Total cloud cover tcc 0.38 0.38
46 10 m U wind component u10 −0.68 −0.68
47 10 m V wind component v10 0.49 0.49
48 2 m temperature t2m 293.53 293.53
49 2 m dewpoint temperature d2m 287.97 287.97
50 Soil temperature level 2 stl2 292.82 292.82
51 Albedo al 0.15 0.15
52 Soil temperature level 3 stl3 292.81 292.82
53 Low cloud cover lcc 0.15 0.15
54 Medium cloud cover mcc 0.15 0.15
55 High cloud cover hcc 0.17 0.17
56 Total column ozone tco3 0.01 0.01
57 Soil temperature level 4 stl4 292.80 292.80

Table 4
Data splitting technique used for model development and testing.

Forecast horizon Data Period (dd-
mm-yyyy)

Number of data points

Total Training (80%) Testing (20%)

6-h 01-07-2014 to 30-
06-2017

4383 3506 877

Daily 01-07-2014 to 29-
06-2017

1095 876 219
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connects the neuron in the input layer, the hidden transfer function,
and the hidden neuron size determined iteratively, respectively.

The ANN algorithm is a black-box model that needs an iterative
identification process to identify the training algorithm [31,32].
Therefore, two training MATLAB algorithms, Levenberg-Marquardt
(LM) (trainbfg) and Broyden-Fletcher-GoldfarbShanno (BFGS) (trainlm)
[47–49], were used to minimize the mean square error [50].

2.2. Multiple linear regression (MLR)

The MLR model, a statistical procedure that shows the relationship

between the inputs (SILO, ECMWF Reanalysis, and PACF G data) and
the target (G) [31], was used in to evaluate the performance of the ANN
model. The regression equation of the MLR can be expressed as [51,52]:

= + + + …+y x c a x a x a x( ) k k1 1 2 2 (2)

where x and y are defined in Eq. (1). The values of k, c, and a are the
number of the predictor variables, the y-intercept, and the multiple
regression coefficient for each regression variable, respectively
[31,33,53].

Fig. 3. Cross-correlation coefficients (rcross) performed to investigate the co-variance between daily electricity demand (G) vs. the predictor variables from SILO
(variables 1 to 6) and ERA-Interim Reanalysis dataset (variables 7 to 57) for the Beerwah station in the model training period. The 95% significance boundaries are
shown in blue, indicating the variables selected to calculate statistically significant lagged 1 inputs matrix for the models. The selected variables are shown in
boldface. Details of the variables are shown in Table 3. (To view this figure in colour, the reader is referred to the Web version of this article.)
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2.3. Bootstrapping procedures (ensemble approach)

The bootstrap is a data-driven technique that aims to reduce un-
certainties through intensive resampling with replacement [39,40].
Suppose that Tn is a random sample of size n where

= …T x y x y x y{( , ), ( , ), , ( , )}n n n1 1 2 2 is extracted from a population with an
unknown probability distribution F. Also, t x y( , )i i i is a realization drawn
independently and identically distributed (iid) from F, and consists of
an input vector xi and the corresponding target variable yi. For Tn, the
empirical distribution function is defined as F̂ with a probability of n1/
for each t x y( , )i i i , where = …i n1,2, , . The bootstrap sample of size, n,
can be denoted by Tn , taken from iid with replacement from F̂ , and
written as … …T T T T, , , , , ,s S1 2 where S is the total number of bootstrap
samples. According to Efron [39], the value of S is usually between 50
and 200 samples. A model can be developed for each Ts using all n
observations in this study. The result will be considered as f x w( , )i smodel ,
where ws is the weight vector for the developed model based on the

bootstrap sample, Ts. In the training period, the model performance will
be evaluated using a set A from the observations, t x y( , )i i i , that are not
involved in the bootstrap samples. The estimation of the generalization
error E( ˆ )0 is used to calculate the model performance, as shown below
[38,54]:

= =

=

E
y f x w

A
ˆ ( ( , ))

( )
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S

i A i i s

s
S0

1 model
2
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Jia and Culver [38] show that y xˆ ( ) and x( )2 are the average and
the variance of the S bootstrapped estimates for every developed model,
respectively:
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Table 5
Optimum model development for the ANN, MARS, and ARIMA models, showing the models’ parameters and predictor datasets for both forecast horizons in the
training period.

Station No. input variables (*) ANN MARS ARIMA (*)

Lag 1-SILO
& Reanalysis

G-PACF
lags

Hidden
transfer
function

Output
transfer
function

Training
algorithm

Hidden
neuron
size (L)

Optimum
number of
spline
function

Variable importance p d q 2 LH AIC

Lowest Highest

6-h forecast horizon
Beerwah 21 5 (1–5) logsig tansig trainlm 10 49 p92.162 G-lag 4 5 1 3 0.0015 6357.94 −12697.89
Burpengary 24 3 (2, 4,

5)
tansig tansig trainlm 8 47 u10 G-lag 4 5 1 2 0.0023 5697.31 −11378.62

Ipswich South 24 4 (1,
4–6)

logsig tansig trainlm 5 29 d2m G-lag 4 5 1 3 0.0015 6456.23 −12894.46

Narangba 24 14
(1–14)

tansig logsig trainbfg 37 33 G-lag 11 G-lag 1 2 1 2 0.011 2895.47 −5780.95

Redcliffe 33 34
(1–34)

tansig purelin trainlm 6 49 G-lag 13 G-lag 4 2 1 2 0.0097 3113.22 −6216.45

Redland Bay 24 6 (1–6) tansig purelin trainlm 5 49 p81.162 G-lag 4 4 1 3 0.0009 7261.34 −14506.68
Wynnum 20 9 (1–9) tansig purelin trainlm 10 17 G-lag 3 G-lag 4 4 1 3 0.0022 5770.37 −11524.73
Zillmere 26 6 (1–6) logsig tansig trainlm 4 17 G-lag 2 G-lag 4 4 1 3 0.0011 6992.26 −13968.53
Daily forecast horizon
Beerwah 30 3 (1–3) tansig logsig trainlm 2 27 stl3 G-lag 1 5 1 2 0.0057 1021.87 −2027.74
Burpengary 35 1 logsig purelin trainbfg 20 11 d2m G-lag 1 2 1 1 0.0053 1047.28 −2086.56
Ipswich South 31 3 (1–3) tansig purelin trainbfg 12 33 tcw G-lag 1 2 1 1 0.0064 965.01 −1922.01
Narangba 24 3 (1–3) tansig purelin trainbfg 5 23 TMax G-lag 1 2 1 2 0.012 689.22 −1368.44
Redcliffe 37 8 (1–8) tansig purelin trainbfg 2 41 stl3 G-lag 7 3 1 3 0.0073 906.40 −1798.80
Redland Bay 27 3 (1–3) tansig purelin trainlm 1 17 G-lag 2 G-lag 1 3 0 1 0.0047 1105.41 −2198.82
Wynnum 32 3 (1–3) tansig logsig trainbfg 3 31 p55.162 G-lag 1 1 0 3 0.005 1075.79 −2139.58
Zillmere 38 3 (1–3) tansig purelin trainbfg 1 17 stl4 G-lag 1 2 1 3 0.0068 940.32 −1868.65

* Note that for the ANN and MARS models, the SILO and ERA-Interim Reanlysis data with the G-PACF lags were used for daily forecast horizon, whereas only ERA-
Interim Reanalysis data with the G-PACF lags were used for 6-h forecast horizons due to the availability of data. However, only the G data with no lags (single input)
were used for the ARIMA model for both forecasting horizons.

Fig. 4. Statistically significant lags of the electricity demand data (G) analysed in the training phase to construct the model's input variables. (a) The first three lags
were selected for daily Beerwah data (b) Lags 2, 4 and 5 were selected for 6-h Burpengary data (c) Lags 1, 4, 5 and 6 were selected for 6-h Ipswich South data.
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Since the method contains repeated applications, the frequency (K)
for the prediction interval (PI) that would contain the true value is
calculated as =K (1 ) 100%. With = 0.05,

= =K (1 0.05) 100% 0.95% represents the prediction bounds [35].
Efron and Tibshirani [40] stated that PI can be estimated using the
equation below:

= = +y x t x y x t xPI [UB, LB] [ ˆ ( ) ( ), ˆ ( ) ( )]n p n p
/2 /2 (6)

where UB and LB are the upper and lower bands, respectively, n is the
total number of discharge observations, p is the total number of model
parameters, and tn p

/2 is the /2 percentile for the Student t distribution
with n – p degrees of freedom.

3. Materials and methods

3.1. Electricity demand data (G)

In this study, G data were requested from Energex [55] for 01/07/2004
to 30/06/2017. The G data in megawatts (MW) were recorded every
30 min, using Brisbane (the capital city of Queensland) time, from various
stations in southeast Queensland, which covered more than 200 suburbs in
the cities of Brisbane, Gold Coast, Sunshine Coast, Logan, Ipswich, Redlands,
and Moreton Bay. For some stations, there were data limitations, such as
missing points, zeros, negative values, and absent G values for previous or
subsequent years. Furthermore, at some stations, there were difficulties in
matching G data with corresponding SILO and ECMWF Reanalysis datasets.
However, the study examined all the stations in the different periods to
obtain the best and most accurate target (G data) by avoiding all the data
subject to the issues stated above. Consequently, data from eight Energex
stations, which included Beerwah, Burpengary, Ipswich South, Narangba,

Redcliffe, Redland Bay, Wynnum, and Zillmere were used from 01/07/2014
to 30/06/2017 for the 6-h forecast horizon, and 01/07/2014 to 29/06/
2017 for the daily forecast horizon. The locations of the Energex stations are
shown in Fig. 1. The longitudes and latitudes of each station are indicated in
Table 1.

The half-hour Energex data phases were converted to 6-h data
phases by calculating the sum of every 12 values starting from 01/07/
2014 at 4:30 a.m. until 30/06/2017 at 10:00 p.m. As a result, four
points, constructed at 10:00 a.m. (from 4:30 a.m. to 10:00 a.m.), 4:00
p.m. (from 10:30 a.m. to 4:00 p.m.), 10:00 p.m. (from 4:30 p.m. to
10:00 p.m.), and 4:00 a.m. (from 10:30 p.m. to 4:00 a.m.), were ob-
tained for each day. These four points were summed to get the daily G
values. These data intervals were chosen so that the Energex G data
were temporally aligned with the SILO and ECMWF Reanalysis data-
sets. Fig. 2 shows plots of the G data at the Beerwah site for both daily
and 6-h horizons. Table 2 provides descriptive statistics for both fore-
cast horizons at all sites.

3.2. SILO data

Historical climate datasets were extracted from SILO [56] for the
period and locations corresponding to the G data retrieved from the
eight Energex stations. The SILO station names, longitudes, and lati-
tudes are shown in Table 1 and Fig. 1 in section 3.1. Table 3 shows the
details of the SILO data, including the mean values for each variable, at
the Beerwah site. The six SILO variables, which included the maximum
and minimum air temperature (TMax and TMin), rainfall (Rain), eva-
poration (Evap), solar radiation (Radn), and vapour pressure (VP) time-
series, were recorded every 24 h (daily) and, thus, only used to feed the
daily forecasting models.

Table 6
Optimum model development for hybrid ANN and B-hybrid ANN showing the models’ parameters and predictor datasets for both forecast horizons in the training
period.

Station No. input
variables

Hidden neuron
size (L)

Hybrid ANN B-hybrid ANN
Hidden transfer
function

Output transfer
function

Training algorithm Hidden transfer
function

Output transfer
function

Training
algorithm

6-h forecast horizon
Beerwah 3 7 logsig tansig trainlm logsig tansig trainbfg
Burpengary 3 10 tansig purelin trainlm tansig purelin trainbfg
Ipswich South 3 4 logsig tansig trainbfg logsig tansig trainbfg
Narangba 3 2 tansig purelin trainbfg tansig purelin trainbfg
Redcliffe 3 8 tansig tansig trainlm tansig tansig trainbfg
Redland Bay 3 4 logsig purelin trainbfg logsig purelin trainbfg
Wynnum 3 3 tansig tansig trainlm tansig tansig trainlm
Zillmere 3 5 tansig tansig trainlm tansig logsig trainlm
Daily forecast horizon
Beerwah 3 2 tansig tansig trainlm tansig tansig trainlm
Burpengary 3 8 logsig tansig trainbfg logsig tansig trainbfg
Ipswich South 3 4 tansig purelin trainlm logsig tansig trainbfg
Narangba 3 4 tansig purelin trainbfg logsig tansig trainlm
Redcliffe 3 8 logsig logsig trainbfg logsig logsig trainbfg
Redland Bay 3 9 logsig tansig trainbfg tansig logsig trainlm
Wynnum 3 3 logsig purelin trainlm tansig logsig trainbfg
Zillmere 3 4 tansig tansig trainbfg tansig tansig trainbfg

Table 7
Root-mean square error (RMSE, MW), for all the station datasets for the 6-h and daily forecast horizons in the training period using the ANN, MARS, MLR, hybrid
ANN, and ARIMA models.

Station 6-h Daily
ANN MARS MLR Hybrid ANN ARIMA ANN MARS MLR Hybrid ANN ARIMA

Beerwah 5.88 7.76 9.05 5.83 9.52 24.38 25.23 26.62 23.86 25.65
Burpengary 6.49 9.37 11.45 6.31 11.22 21.89 28.51 28.94 21.53 32.37
Ipswich South 8.36 9.81 11.42 8.32 11.81 27.00 30.22 33.78 26.51 35.03
Narangba 9.08 13.18 13.96 9.04 24.31 40.71 50.15 51.57 39.81 50.74
Redcliffe 3.48 5.66 6.22 3.39 15.95 22.45 21.12 22.72 20.42 27.69
Redland Bay 6.89 8.14 9.85 6.88 10.35 21.76 20.69 22.49 19.78 24.10
Wynnum 4.80 8.66 8.90 4.78 9.60 26.20 25.31 27.26 24.67 29.81
Zillmere 11.54 14.11 16.06 11.35 17.19 48.17 46.16 48.05 44.71 51.08
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Fig. 5. Selecting the best ANN model in the test period for 6-h Beerwah forecast horizons based on the statistical indicators (Eqs. (7)–(13)). Only the 50 ANN models
with the best parameters, indicated in Table 5, are shown.
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3.3. ECMWF (ERA-Interim) Reanalysis data

A variety of factors, such as longitude, latitude, step, time, date,
grid, and variable selection, were carefully considered before down-
loading ‘Interim’ Reanalysis data, which are available from 1979 until
the current date. The data were generated from atmospheric models
and observational data based on the European Centre for Medium-
Range Weather Forecasts (ECMWF) and global numerical weather
prediction models [57]. The data were recorded every 6 h at 00, 06, 12,
and 18 UTS time, which was equivalent to 10:00 a.m., 4:00 p.m., 10:00
p.m., and 4:00 a.m. Brisbane time, respectively. In this study, 51 pre-
dictor variables were extracted for the same dates and stations as the G
and SILO datasets. These variables were used for the 6-h forecasts, as
well as for the daily forecasts (averaging every four data points).

Table 3 shows all the Reanalysis variables, with their abbreviations and
averages, using the Beerwah site data as an example. However, as
ECMWF data was in a grid format, the locations of the ECMWF (ERA-
Interim) Reanalysis data was not fully aligned with the G and SILO data.
Therefore, the ECMWF data for four datasets corresponding with the
grid corners of the tiles covering each G and SILO station were ag-
gregated and averaged into one dataset based the two longitudes and
two latitudes shown in Table 1. The ECMWF (ERA-Interim) grids are
shown as the pink boxes in Fig. 1.

3.4. Forecast model development

For the ANN, MARS, and MLR models, the historical SILO and ERA-
Interim Reanalysis data were used to forecast daily G data, while only
the Reanalysis data were used for the 6-h forecasting. The data were
split into training (80%) and testing (20%) datasets (Table 4) [22].
Three steps were used to build the models in the training period:

1. The higher frequency data from SILO, ECMWF Reanalysis, and G
datasets were normalized between zero and one using Equation (7)
to avoid large numeric ranges from the values of the predictor
variables [58].

=x x x
x xnorm

min

max min (7)

2. The best input variables were selected by calculating the cross-
correlation between the target (G) and the inputs (SILO and ERA-
Interim Reanalysis). The variables that showed statistically sig-
nificant relationships with the G data, for a 95% prediction interval
in lag 1, were used as an input matrix for the models. For example,
the daily forecast horizon using the Beerwah datasets is shown in
Fig. 3. Table 5 presents the number of selected variables for all the
stations for the 6-h and daily forecast horizons.

3. The statistically significant lags were calculated relating the

Table 8
Optimum model performance in the test period for the 6-h forecast horizon as shown by Willmott's index (WI), Nash–Sutcliffe efficiency coefficient (ENS), root-mean
square error (RMSE, MW), and mean absolute error (MAE, MW).

Station ANN MARS MLR ARIMA

WI ENS RMSE
(MW)

MAE
(MW)

WI ENS RMSE
(MW)

MAE
(MW)

WI ENS RMSE
(MW)

MAE
(MW)

WI ENS RMSE
(MW)

MAE (MW)

Beerwah 0.98 0.92 5.93 4.42 0.96 0.88 7.34 5.31 0.95 0.83 8.63 6.39 0.31 −0.06 21.49 16.75
Burpengary 0.98 0.93 8.83 6.27 0.97 0.90 10.90 7.70 0.96 0.85 13.39 9.03 0.39 −0.09 35.58 24.95
Ipswich South 0.98 0.94 7.85 5.89 0.98 0.92 9.10 6.68 0.97 0.89 10.80 7.86 0.35 −0.04 33.22 24.007
Narangba 0.97 0.89 11.10 7.99 0.95 0.81 14.56 10.83 0.93 0.77 16.06 12.07 0.20 −0.02 33.68 27.56
Redcliffe 0.99 0.97 5.03 3.44 0.99 0.96 5.68 4.04 0.99 0.95 6.40 4.58 0.14 0.01 29.34 24.02
Redland Bay 0.98 0.93 6.98 4.88 0.97 0.90 8.69 6.02 0.96 0.87 9.68 6.73 0.41 −0.13 28.99 20.26
Wynnum 0.99 0.95 7.06 5.06 0.98 0.91 9.43 6.70 0.97 0.90 10.09 7.31 0.41 −0.08 32.82 24.97
Zillmere 0.97 0.90 13.35 9.41 0.97 0.88 14.66 10.12 0.96 0.87 15.58 11.02 0.45 −0.19 47.13 35.21

Table 9
The mean absolute percentage error (MAPE, %), relative root-mean square error (RRMSE, %), and Legates & McCabes Index (ELM) for the optimum models for the 6-h
forecast horizon for the testing datasets.

Station ANN MARS MLR ARIMA

MAPE (%) RRMSE (%) m MAPE (%) RRMSE (%) ELM MAPE (%) RRMSE (%) ELM MAPE (%) RRMSE (%) ELM

Beerwah 5.42 6.97 0.74 6.37 8.62 0.69 7.57 10.13 0.63 18.93 25.24 0.02
Burpengary 7.44 9.37 0.77 9.21 11.56 0.71 10.20 14.21 0.66 25.16 37.75 0.07
Ipswich South 6.24 7.92 0.77 6.90 9.19 0.74 8.15 10.90 0.69 22.81 33.55 0.07
Narangba 8.06 10.26 0.71 10.93 13.47 0.60 12.13 14.86 0.56 31.07 31.16 −0.008
Redcliffe 2.63 3.88 0.86 3.12 4.39 0.83 3.54 4.94 0.81 19.40 22.65 0.01
Redland Bay 7.06 9.43 0.78 8.84 11.72 0.72 9.96 13.06 0.69 25.62 39.13 0.07
Wynnum 4.45 6.07 0.81 5.86 8.09 0.74 6.41 8.67 0.72 20.29 28.18 0.04
Zillmere 5.31 7.41 0.74 5.65 8.14 0.72 6.14 8.65 0.69 17.76 26.16 0.01

Fig. 6. Bar graphs of the Legates & McCabe's Index (ELM) showing the optimal
6-h models for the eight tested stations in southeast Queensland.
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historical G data to the model's input variables through the use of
the partial autocorrelation function (PACF). Fig. 4a uses the
Beerwah datasets to show the PACF for the daily forecast horizon
with the first three statistically significant lags marked. The same
technique was applied to the data of the other stations for both
forecast horizons. However, for the Burpengary and Ipswich South
areas, the 6-h G data showed no or low significance with the first
lag, respectively. This helped to identify other highly statistically
significant lags, i.e., the second, fourth and fifth lags for Burpengary
(Fig. 4b) and the fourth, fifth, and sixth lags, plus the first one, for
Ipswich South (Fig. 4c). Table 5 lists the statistically significant lags
for both the 6-h and daily forecast horizons using datasets at all the
sites.

The main model (ANN) and the comparative models (MARS and
MLR) were developed using MATLAB running on an Intel i7 processor
at 3.60 GHz. For the ANN algorithm, previous studies (e.g., [31,32])
have indicated that the selection of the training algorithm is an im-
portant part of model development. The hidden transfer (F) and output
layer y x( ( )) functions, as well as the optimal hidden neuron size (L),
must also be determined. Therefore this study tested two hidden
transfer functions (tansig and logsig) and three output layer functions
(tansig, purelin and logsig), as well as L values from 1 to 50. These
functions are available in the MATLAB programming environment and
are defined below [31,32] in Eqs. (8)–(10). The ANN parameters, which
include the training algorithm, hidden transfer function, output layer
function, and L were tested one by one, resulting in 600 ANN models
with 6-h and daily forecast horizons for each dataset. The optimal ANN
model parameters for G forecasting were selected during the testing
phase based on the statistical indicators shown in Eqs. (11)-(17).
Table 5 describes the structures used for the ANN in the training period.

=
+

F x
x

Tangent Sigmoid sig( ) 2
1 exp ( 2 )

1 (tan )
(8)

=
+

F x
x

Log Sigmoid sig( ) 1
1 exp ( )

(log )
(9)

=F x x Positive Linear purelin( ) ( ) (10)

The MARS and MLR models were constructed based on the piece-
wise cubic and linear regression functions, respectively, to evaluate the
accuracy of the ANN model [7,8,43,44]. However, in this study, 50

MARS models were developed for each forecast horizon dataset based
on the number of the model spline functions (Table 5). The best MARS
model was selected based on the statistical metrics (Eqs. (11)-(17))
analysed in the testing period. Additional work, which was not pre-
sented previously, showed the importance of estimating the input
variables when training the MARS model. This was calculated using the
scaled formula of the “square root of the Generalized Cross-Validation
(GCV) of the model with all basis functions minus square root of the GCV
score of the corresponding full model”, where a value of zero meant that
the variable was not used during the training period, while a value close
to 100 or zero indicated the variables with the highest and lowest re-
lative importance, respectively [59,60]. Table 5 shows these two vari-
ables for the eight stations for both forecasting horizons. The MLR
technique was built with the y-intercept utilizing the same input vari-
ables shown in Table 5. A single MLR forecast model was constructed in
the training phase for each dataset and forecast horizon.

To show the ANN's ability to forecast G as a high-dimensional
model, a low-dimensional ARIMA model was built using an R package
for automatic time series forecasting [61,62]. In the training phase, the
ARIMA model was constructed as a single input model using only G
data with no lags, based on the model's three parameters: the auto-
regressive (p), differencing (d), and moving average (q). The model was
evaluated using the Akaike information criterion (AIC), log likelihood
(LH), and variance ( )2 [63]. Table 5 shows the model development for
the 6-h and daily forecasting horizons.

To improve the ability of the ANN model to forecast G, a hybrid
ANN model was created by combining the forecasted values of the high-
dimensional ANN, MARS, and MLR models. The outputs of the three
models were used as inputs to feed the hybrid ANN model. After testing
this technique, an accurate groundwater risk map [64] and a forecast of
soil moisture [65] were created. Additionally, the B method, a powerful
pre-processing forecasting tool, was applied in this research paper to
investigate the uncertainty in G forecasting using an ensemble of the
hybrid ANN model. The B-hybrid ANN model was then developed using
200 bootstrap samples of the raw datasets in the training period. These
200 constructed hybrid ANN models were used to build the 95% pre-
diction bands from the testing datasets using Eq. (6). Table 6 shows the
optimum parameters for the hybrid ANN and B-hybrid ANN models in
the training period for both forecasting horizons.

The performance of the models in the training period is summarized
in Table 7 based on the root-mean square error (RMSE, Eq. (11)) using

Fig. 7. Boxplots of the 6-h absolute forecasting error, = G GFE | |i
for

i
obs , in the testing period for the eight stations.
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Fig. 8. The percentage frequency distribution of the 6-h forecasted error, |FE|, for the eight stations in the testing phase.
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the datasets for all the stations for both forecast horizons. For the 6-h
forecasts, the hybrid ANN model yielded the highest accuracy with the
lowest RMSE for all datasets compared with the ANN, MARS, MLR, and
ARIMA models. Similarly, for the daily forecasting, the hybrid ANN
model outperformed the ANN, MARS, MLR, and ARIMA models for all
stations. Table 7 presents the details of the models’ evaluation in the
training phase.

3.5. Model prediction quality

Seven statistical metrics, including Legates and McCabe's Index
(ELM), Willmott's Index (WI), and Nash–Sutcliffe efficiency coefficient
(ENS), as well as mean absolute error (MAE) and root-mean square error
(RMSE) together with their relative error values (MAPE,% and RRMSE,
%), were employed to test the performance of the models for the 6-h
and daily G forecast horizons in the testing period. The equations for
the statistical indicators are listed below [66–75]:

Fig. 8. (continued)

Table 10
Model performance in the test period for the daily forecast horizon by Willmott's index (WI), Nash–Sutcliffe efficiency coefficient (ENS), root-mean square error
(RMSE, MW), and mean absolute error (MAE, MW).

Station ANN MARS MLR ARIMA

WI ENS RMSE
(MW)

MAE
(MW)

WI ENS RMSE
(MW)

MAE
(MW)

WI ENS RMSE
(MW)

MAE
(MW)

WI ENS RMSE
(MW)

MAE (MW)

Beerwah 0.89 0.68 28.47 21.20 0.88 0.67 29.20 22.33 0.87 0.65 29.78 22.90 0.44 −0.57 63.19 48.46
Burpengary 0.95 0.81 33.45 24.58 0.93 0.79 35.36 25.26 0.93 0.78 36.49 27.07 0.43 −0.54 96.27 68.19
Ipswich South 0.94 0.80 36.32 27.39 0.93 0.79 37.27 27.49 0.93 0.78 38.24 29.48 0.41 −0.35 94.34 68.79
Narangba 0.89 0.68 51.04 37.68 0.86 0.60 57.38 46.02 0.84 0.58 58.80 48.03 0.44 −0.67 116.70 97.86
Redcliffe 0.96 0.85 25.80 19.59 0.96 0.84 26.02 19.93 0.95 0.83 27.34 20.81 0.35 −0.13 69.90 56.79
Redland Bay 0.92 0.75 28.17 19.50 0.92 0.75 28.29 19.14 0.93 0.78 26.43 19.25 0.41 −0.40 67.21 47.77
Wynnum 0.94 0.80 34.34 25.50 0.92 0.77 36.23 27.04 0.93 0.78 35.98 27.11 0.39 −0.29 86.30 66.22
Zillmere 0.88 0.65 55.83 42.45 0.88 0.63 57.08 44.26 0.88 0.65 55.95 43.88 0.43 −0.97 132.17 103.17
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where G G G G, , andi
for

i
obs for obs are the forecasted, observed, mean of

forecasted, and mean of observed values of G, respectively, and n is the
total number of G G(or )i

for
i
obs values in the testing period.

Since a single indicator would not be able to show all shortcomings
of the models used, multiple statistical criteria were used to assess each
model's performance [74]. The best performing model had values of
RMSE and MAE that were closest to zero and values of WI, ELM, and ENS
that were closest to one. For comparative analysis, MAPE (%) and
RRMSE (%) were also used to describe the models' behaviour over a
range of statistically different hydrological flows [32]. Specifically, a
model's performance was considered excellent with RRMSE < 10%,
good with 10% < RRMSE < 20%, fair with 20% < RRMSE < 30%,
and poor with RRMSE > 30% [66,76–78].

4. Results and discussion

4.1. 6-h forecast horizon

The models were assessed using the testing dataset based on the
seven statistical criteria shown in Eqs. (11)-(17). The best model
parameters were selected according to the lowest RMSE, MAE, RRMSE,
and MAPE values, as well as the highest WI, ENS, and ELM values. The
best overall model was also selected using these criteria. For the ANN, a
total 600 models were created for each station's dataset with two types
of training algorithms and hidden transfer functions, as well as three
types of output layer functions and L between 1 and 50. For the 6-h
Beerwah forecast horizon, the best ANN parameters were found to be

trainlm, logsig, tansig, and 10 for the training algorithm, hidden transfer
function, output layer function, and L, respectively. Table 5 shows these
factors in detail for all models, stations, and forecast horizons, while
Fig. 5 illustrates the best ANN model with L equal to 10. Similarly, Eqs.
(11)-(17) helped to select the best number of spline functions for the
MARS model, whereas only one MLR model and one ARIMA model
were developed in this study.

According to the results, the low-dimensional ARIMA model had the
lowest accuracy (Tables 8 and 9), in contrast to the high-dimensional
ANN, MARS, and MLR models, which likely performed better because
of their use of the extensive data from the SILO and ERA-Interim Re-
analysis datasets. When comparing the three high-dimensional models
developed in this study, the ANN model outperformed the MARS and
MLR models for all eight datasets (Table 8). For example, for the
Beerwah dataset, WI= 0.98, ENS = 0.92, RMSE= 5.93 MW, and
MAE= 4.42 MW (for ANN) compared with WI= 0.96, ENS = 0.88,
RMSE= 7.34 MW, and MAE= 5.31 MW (for MARS) and WI= 0.95,
ENS = 0.83, RMSE= 8.63 MW, and MAE= 6.93 MW (for MLR). Similar
results were obtained for all other stations indicating that the ANN
model had the highest accuracy when forecasting G.

The performance of the ANN model was further evaluated using
three other metrics, namely MAPE, RRMSE, and ELM (Table 9). These
statistical indicators were extracted from MAE, RMSE, and WI to cal-
culate the ‘goodness-of-fit’ between the G Gandi

for
i
obs values (e.g., [7,8]).

For all the forecasting datasets, the ANN model outperformed the MARS
and MLR models. For the Beerwah dataset, the ANN model had an
MAPE= 5.42%, RRMSE= 6.97%, and ELM = 0.74, while the MARS
model had an MAPE= 6.37%, RRMSE= 8.62%, and ELM = 0.69 and
the MLR model had an MAPE= 7.57%, RRMSE= 10.13% and
ELM = 0.63. Table 9 shows these results for all stations, while Fig. 6
shows bar graphs of ELM metric for the three forecasting models and all
stations.

Boxplots and histograms were plotted for the absolute forecasted
error statistics, = G GFE | |i

for
i
obs , for the 6-h forecasts of the ANN,

MARS, and MLR models to examine the forecasting datasets. The box-
plots (Fig. 7) display the lower (first line), median (second line), and
upper (third line) quartiles of the |FE|. Based on those quartiles, larger
error values were evident for the MARS and MLR models, in compar-
ison to the ANN. The histograms (Fig. 8) show the percentage of error
frequency distributions for the |FE| for all datasets. For the first seven
stations, the ANN model had the least error, which was indicated by the
highest percentage of error frequency in the smallest (0 to ± 5 MW)
bracket for the 6-h G for . Although the MARS model achieved better
results than the ANN model (i.e., 42% vs. 37% of errors in the 0 to ±
5 MW bracket, respectively) for the Zillmere station forecasting da-
taset, the ANN model outperformed the MARS and MLR models in the 0
to ± 10 MW bracket (i.e., 66% vs. 65% vs. 60%, respectively). Gen-
erally, the lower prediction error for the ANN model forecasts demon-
strated that this model had better accuracy for G for than the MARS and
MLR models.

Table 11
The mean absolute percentage error (MAPE, %), relative root-mean square error (RRMSE, %), and Legates & McCabe's Index (ELM) for the optimum models with daily
forecast horizon in the test datasets.

Station ANN MARS MLR ARIMA

MAPE (%) RRMSE (%) ELM MAPE (%) RRMSE (%) ELM MAPE (%) RRMSE (%) ELM MAPE (%) RRMSE (%) ELM

Beerwah 6.31 8.36 0.47 6.53 8.57 0.44 6.77 8.74 0.43 13.15 18.55 −0.20
Burpengary 6.38 8.87 0.60 6.51 9.38 0.59 7.04 9.68 0.56 15.83 25.53 −0.11
Ipswich South 6.79 9.17 0.57 6.87 9.41 0.57 7.37 9.65 0.54 15.60 23.82 −0.07
Narangba 9.01 11.80 0.47 11.13 13.26 0.35 11.67 13.59 0.32 21.40 26.98 −0.38
Redcliffe 3.88 4.98 0.65 3.89 5.02 0.65 4.12 5.28 0.63 10.53 13.49 −0.01
Redland Bay 6.19 9.51 0.57 5.99 9.55 0.58 6.20 8.92 0.58 14,31 22.69 −0.05
Wynnum 5.50 7.37 0.59 5.76 7.77 0.57 5.86 7.72 0.57 13.25 18.52 −0.05
Zillmere 5.83 7.75 0.40 6.09 7.92 0.38 6.04 7.77 0.38 13.32 18.35 −0.45
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Fig. 9. Scatterplot of the daily forecasted electricity demand G( )for vs. observed electricity demand G( )obs in the testing phase for the eight stations.
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4.2. Daily forecast horizon

The ability to forecast G over a longer forecasting horizon was

evaluated for the ANN, MARS, and MLR models, using a daily time step.
Again, the ARIMA model underperformed compared to the other
models for daily G forecasting. Tables 10 and 11 summarize the

Fig. 9. (continued)

M.S. AL-Musaylh, et al. Renewable and Sustainable Energy Reviews 113 (2019) 109293

69



performance of each model. For most of the stations’ datasets, the ANN
model only achieved the highest forecasting accuracy by a small
margin, in comparison to the MARS and MLR models. However, for the
Narangba station dataset the ANN model significantly outperformed the
other models, with WI= 0.89, ENS = 0.68, RMSE= 51.04 MW,
MAE= 37.68 MW, MAPE= 9.01%, RRMSE= 11.80%, and
ELM = 0.47, in comparison to the MARS model with WI= 0.86,
ENS = 0.60, RMSE= 57.38 MW, MAE= 46.02 MW, MAPE= 11.13%,
RRMSE= 13.26%, and ELM = 0.35, and the MLR model with
WI= 0.84, ENS = 0.58, RMSE= 58.80 MW, MAE= 48.03 MW,
MAPE= 11.67%, RRMSE%= 13.59, and ELM = 0.32. Overall, con-
sidering the seven statistical indicators used in this study, better G for

was yielded by the ANN model when compared to the MARS and MLR
models.

Fig. 9 shows scatterplots with the least squares regression line,
= +y G aG b[ ( ) ]I

for
I
obs , and correlation of determination (R2) used to

evaluate the relationship between G Gandi
for

i
obs for all the G for station

datasets. For six stations’ datasets (Beerwah, Burpengary, Ipswich
South, Narangba, Redcliffe, and Wynnum), based on the values of a, b,
and R2, the ANN model obtained better results than the MARS and MLR
models, especially for forecasting data at the Narangba station. The
outcomes were a= 0.67, b= 137.62, and R2 = 0.69 (for ANN),
a= 0.61, b= 164.92, and R2 = 0.60 (for MARS), and a= 0.53,
b= 198.33, and R2 = 0.59 (for MLR). However, for Zillmere and
Redland Bay stations, MARS and MLR outperformed the ANN by a small
margin.

4.3. Hybrid ANN and uncertainty assessment using a B-hybrid ANN

To further enhance the accuracy of the ANN model, a hybrid ANN
model was developed using the forecast values of the ANN, MARS, and
MLR models as inputs. Table 12 shows the performance of the hybrid
ANN model for the 6-h and daily forecasting horizons during the testing
period. The daily forecasts at the Redland Bay site showed the most
significant improvement of hybrid ANN (WI= 0.94, ENS = 0.79,
RMSE= 26.04 MW, MAE= 18.05 MW, MAPE= 5.78%,
RRMSE= 8.79%, and ELM = 0.60) in comparison to the standard ANN
(WI= 0.92, ENS = 0.75, RMSE= 28.17 MW, MAE= 19.50 MW,
MAPE= 6.19%, RRMSE= 9.51%, and ELM = 0.57). Consequently, G
was found to be most accurately forecasted using the hybrid technique,
which could support the National Electricity Market in Queensland,
Australia, and potentially other areas as well.

To estimate the forecasting bands for the 6-h and daily horizons,
ensemble-based uncertainty assessments via the bootstrapping proce-
dure (B) was used in this paper in combination with the hybrid ANN
model. The B-hybrid ANN model was developed using 200 B samples
with replacement. The 95% prediction bands were built using Eq. (6)
based on the averages and variances of the 200 forecasted values in the
test datasets. As shown in Fig. 10, the lower and upper forecasted bands
are close to the observed values. This demonstrates the ability and

reliability of the hybrid ANN model to forecast G by addressing some of
the uncertainty associated with forecasted values.

5. Further discussion, limitations and opportunity for future work

Developing a globally trained model for electricity demand fore-
casting was identified as an important component for supporting policy
development related to energy technology by the United Nations
Development Program on sustainable energy. Recently, national elec-
tricity markets globally have reported high forecasting errors due to the
use of old techniques to predict G, which has encouraged researchers to
develop more accurate forecasting strategies. Since G usage is expected
to increase (e.g., [2,79,80]), there is a need to develop new methods to
accurately forecast G to support the transition to sustainable energy
resources, as stated in Goal 7 of the UN SDGs. The aim of this study was
to support the National Electricity Market in Australia, and in other
areas, by constructing a highly accurate G forecasting model with an
ANN algorithm using a wide range of datasets extracted from three
sources: SILO and ECMWF (ERA-Interim) for the input variables, and
Energex for the target variable (G). The forecasting performance of the
developed ANN model was compared with the MARS, MLR, and ARIMA
models based on several statistical indicators using data from southeast
Queensland, Australia. Furthermore, a hybrid ANN model was designed
and compared with the standard ANN model, while the PI was calcu-
lated using the B method integrated with the hybrid model to evaluate
the uncertainty assessments obtained from the forecast values. This
study found that the hybrid ANN model performed well and generally
outperformed the ANN, MARS, MLR, and ARIMA models in forecasting
G.

This study was the first to use extensive datasets from SILO and
ECMWF (ERA-Interim) Reanalysis to develop an accurate ANN model
for G forecasting. However, some challenges should be addressed in
future works. Since the SILO and ERA-Interim Reanalysis data were not
available for every single Energex station in the study area, future re-
search should consider using satellite data. For example, satellite data
can be extracted from NASA's Moderate Resolution Imaging
Spectroradiometer (MODIS) and utilized as an alternative predictor
dataset to develop subsequent G forecasting models. Hourly variables
over a 0.05° × 0.05° grid resolution can be generated from this source
with two primary sensors (Terra and Aqua MODIS) [31,81–83]. Sa-
tellite data have successfully been used to forecast solar radiation in the
past [31,57,84], which resulted in high-quality ANN and self-adaptive
differential evolutionary extreme learning machines (SaDE-ELM)
models. Therefore, further research could investigate creating G fore-
casting models by combining datasets from alternate sources, such as
SILO, Reanalysis and/or satellite data.

Another challenge with the current methodology is that non-cli-
matic factors were not considered in this study. Since energy demand is
a multivariate problem, social and population variables may need to be
taken into account to further improve the accuracy of G forecasts.

Table 12
Optimum hybrid ANN model performance in the test period for both forecast horizons by Willmott's index (WI), Nash–Sutcliffe efficiency coefficient (ENS), root-mean
square error (RMSE, MW), mean absolute error (MAE, MW), mean absolute percentage error (MAPE, %), relative root-mean square error (RRMSE, %), and Legates &
McCabe's Index (ELM).

Station 6-h daily

WI ENS RMSE (MW) MAE (MW) MAPE (%) RRMSE (%) ELM WI ENS RMSE (MW) MAE (MW) MAPE (%) RRMSE (%) ELM

Beerwah 0.98 0.92 5.84 4.29 5.29 6.86 0.75 0.90 0.69 28.05 20.69 6.12 8.23 0.49
Burpengary 0.98 0.94 8.65 6.14 7.34 9.18 0.77 0.95 0.83 32.20 23.85 6.20 8.54 0.61
Ipswich South 0.99 0.95 7.63 5.76 6.13 7.71 0.78 0.94 0.81 35.18 25.90 6.45 8.88 0.60
Narangba 0.97 0.89 10.96 7.85 7.94 10.14 0.71 0.90 0.70 49.44 37.03 8.93 11.43 0.48
Redcliffe 0.99 0.97 4.99 3.39 2.57 3.85 0.86 0.96 0.86 24.48 18.46 3.63 4.73 0.67
Redland Bay 0.98 0.94 6.85 4.80 6.95 9.25 0.78 0.94 0.79 26.04 18.05 5.78 8.79 0.60
Wynnum 0.99 0.95 7.03 5.03 4.40 6.04 0.81 0.93 0.80 34.33 25.25 5.39 7.37 0.60
Zillmere 0.98 0.91 13.04 9.21 5.22 7.24 0.74 0.90 0.68 53.09 41.48 5.75 7.37 0.42
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However, this may be addressed in an upcoming work on deep learning
or long-short term memory network methods (e.g., [85]) using real-life
energy predictor variables, for instance, population, that can be ex-
tracted from the Australian Bureau of Statistics [86].

Different pre-processing techniques could also be used to improve
the forecasting performance of the ANN model. Firstly, a suitable fea-
ture selection method, such as iterative input selection (IIS) [87],
grouping genetic algorithm (GGA) [88], or coral reef optimisation

Fig. 10. Electricity demand (G) observed with 95% prediction bands forecasted using a B-hybrid-ANN for all the eight stations for the (a) 6-h and (b) daily forecasting
horizons.
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(CRO) [89,90] could be applied with a deep learning strategy or long-
short term memory network to select the input variables that have
significant influence on the model. This would help reduce both the size

of the predictor datasets used to forecast electricity demandand model
complexity. Secondly, wavelet transformations (WT) (e.g.,
[22,32,35,91]) could be used to address non-stationary data, which

Fig. 10. (continued)
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appeared in the current SILO and ERA-Interim Reanalysis inputs vari-
ables (e.g., Fig. 11), by decomposing the data into high and low-pass
filters [22]. However, Quilty and Adamowski [92] stated that WT have
been incorrectly used in several research studies to forecast real-world
datasets, as they created errors in the inputs of a forecasting model
during wavelet decomposition, which also should be addressed in fu-
ture research. Furthermore, a bootstrapping algorithm (B) or a Bayesian
model averaging (BMA) technique could be used with WT and one of
the feature selection techniques, such as IIS, to further improve G
forecasting accuracy (e.g., [32,37,93]). Additionally, the G forecasting
accuracy could be enhanced by using the Firefly algorithm (FA), which
has been tested with backpropagation (BP) [94] to forecast electricity
prices, to optimize the parameters of the ANN model. Hence, based on
the methods suggested above, a hybrid model could be constructed as
IIS-WT-B-FA-ANN or IIS-WT-BMA-FA-ANN to forecast G data.

6. Concluding remarks

In this paper, the normal and hybrid ANN models were introduced
for 6-h and daily G forecasting horizons using datasets for southeast
Queensland, Australia, extracted from Energex, SILO, and ECMWF.
Three other models (MARS, MLR, and ARIMA) were also employed in
this work to allow for a comparative evaluation of the forecasting ac-
curacy of the ANN and hybrid ANN models. The performance accuracy
of the models was evaluated using seven statistical metrics as presented
in section 3.5. The results concluded that the Hybrid ANN model
achieved the best forecasting accuracy in comparison to other models
developed in this study.

In spite of the advantages of the ANN model for G forecasting, the
ANN forecasting performance could be improved in future studies by
integrating an ANN with different techniques, such as IIS for feature
selection, WT-B or WT-BMA for data decomposition and uncertainty
assessment, and FA for the ANN optimization problem in order to
construct a hybrid model of IIS-WT-B-FA-ANN or IIS-WT-BMA-FA-ANN.
Follow-up research studies could also explore the use of shrinkage
methods, such as Lasso and elastic-net, including Lasso via hierarchical
interactions with the ANN model to potentially further improve fore-
casting accuracy.

In summary, the ANN model reliably achieved an acceptable G
forecasting accuracy and could be used to support the National
Electricity Markets, such as Energex. In particular, this study found that
the ANN model generally outperformed the MARS, MLR, and AIRMA

models. Furthermore, the hybrid ANN model outperformed the stan-
dard ANN. However, the limitations described above should be care-
fully addressed in future research works.
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Chapter 6: Using a Suitable Wavelet 
Transformation Tool to Achieve Better Electricity 
Demand Forecasting 
6.1 Foreword 
This chapter presents an exact copy of the published article in the journal of Energies 

(Vol. 13, Page 2307). 

As outlined in Chapter 5 that many current energy-forecasting studies have 

incorrectly applied wavelet transformation (WT) in which falsely results have been 

generated, this chapter addresses this issue by applying a suitable and correct approach 

of maximum overlap discrete wavelet transformation (MODWT) to improve the 

forecast accuracy. To achieve this accuracy, the partial autocorrelation function 

(PACF) is applied firstly on the daily electricity demand data obtained for three 

regional campuses of the University of Southern Queensland, Australia to select the 

significant input variables. Secondly, the MODWT technique is then used with several 

filters and levels of decomposition to decompose each variable into wavelet and 

scaling coefficients before running the model. Finally, the online sequential extreme 

learning machine (OS-ELM) is developed with a variety of hidden neuron sizes 

constructing the MODWT-PACF-OS-ELM (MPOE) model. A large number of 

models developed in this chapter and the accuracy of the MPOE model is compared 

with its traditional model of PACF-OS-ELM (POE) developed without wavelet to 

show the advantages of the MODWT procedure. The main contribution of this chapter 

is to demonstrate the ability of the correct method of MODWT to enhance the accuracy 

of electricity demand (G) forecasting. 

6.2 Research Highlights 
 Applying a partial autocorrelation function (PACF) to select the model 

significant inputs. 

 Using a suitable wavelet transformation (WT) algorithm to address data non-

stationary issue.  

 An online sequential-extreme learning machines (OS-ELM) model integrated 

with a maximum overlap discrete wavelet transform (MODWT) algorithm. 
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 The MODWT-PACF-OS-ELM (MPOE) model was evaluated against the 

PACF-OS-ELM (POE) model. 

 The MODWT-PACF-OS-ELM (MPOE) model outperformed the benchmark 

model at daily forecasting horizon in all three sites of university campuses. 

 Energy security studies and national electricity markets should explore the 

capability of the MODWT-PACF-OS-ELM (MPOE) model for demand 

forecasting.  

6.3 Published Article IV
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Abstract: To support regional electricity markets, accurate and reliable energy demand (G) forecast
models are vital stratagems for stakeholders in this sector. An online sequential extreme learning
machine (OS-ELM) model integrated with a maximum overlap discrete wavelet transform (MODWT)
algorithm was developed using daily G data obtained from three regional campuses (i.e., Toowoomba,
Ipswich, and Springfield) at the University of Southern Queensland, Australia. In training the objective
and benchmark models, the partial autocorrelation function (PACF) was first employed to select the
most significant lagged input variables that captured historical fluctuations in the G time-series data.
To address the challenges of non-stationarities associated with the model development datasets,
a MODWT technique was adopted to decompose the potential model inputs into their wavelet and
scaling coefficients before executing the OS-ELM model. The MODWT-PACF-OS-ELM (MPOE)
performance was tested and compared with the non-wavelet equivalent based on the PACF-OS-ELM
(POE) model using a range of statistical metrics, including, but not limited to, the mean absolute
percentage error (MAPE%). For all of the three datasets, a significantly greater accuracy was achieved
with the MPOE model relative to the POE model resulting in an MAPE = 4.31% vs. MAPE = 11.31%,
respectively, for the case of the Toowoomba dataset, and a similarly high performance for the other
two campuses. Therefore, considering the high efficacy of the proposed methodology, the study
claims that the OS-ELM model performance can be improved quite significantly by integrating the
model with the MODWT algorithm.

Keywords: energy security; time-series forecasting; predictive model for electricity demand; OS-ELM;
wavelet transformation; MODWT; sustainable energy management systems

1. Introduction

To promote the application of appropriate strategic measures and provide accurate scheduling of
electrical power in energy security platforms, a forecasting model that can reliably and precisely forecast
the electricity energy demand (G), is required. Arising from a shift in consumer energy usage, the large
fluctuations evident in G data records leave traditional machine learning models, for example, artificial
neural network (ANN) [1], multivariate adaptive regression spline (MARS) [1–3], support vector
regression (SVR) [2,3], M5 model tree [3], online sequential extreme learning machine (OS-ELM) [4],
and multiple linear regression (MLR) [1] needing to improve their capability to accurately forecast
the G data. To achieve this task, a data pre-processing method, to be implemented before running
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the model, is required to address this issue if such data are unsteady, stochastic, or chaotic, as found
with real life variables.

Wavelet transformation (WT) algorithm, a popular data pre-processing technique that has
been widely adopted in the field of energy forecasting (e.g., [5–10]), has been largely explored to
decompose the model input datasets through high and low-pass filters. By applying WT, a more
coherent structure of the complex time-series can be supplied and fed to a machine learning model to
significantly improve the forecast accuracy. Additionally, energy modelers can potentially address
issues of non-stationary input data using the WT algorithm, thereby, assisting the model to be
more responsive to the input variables’ stochastic behaviors [5]. Wavelet transformation can also
provide the relevant information regarding the time-series decomposition process, including the
provision of patterns of energy usage within the time and frequency domains, thereby increasing a
forecasting model’s capacity to capture such valuable information at different levels of resolution [7,11].
Because of the detailed information that is produced by WT to convert the data from time domain
to frequency domain, a machine learning model can work more intelligently to forecast electricity
demand data. The fact that several recent studies have applied the WT algorithm to improve global
forecasting accuracies in a range of parameters in several fields, for example, rainfall [11], price of
electricity [7,8,10], solar radiation [5,6,9], synthetic hydrological time-series [12], flood levels [13,14],
water demand [15], electricity demand [16] and streamflow [17], demonstrates the ability of the WT
technique to significantly enhance forecasting accuracy.

Although several research studies (e.g., [5–8,17,18]) have implemented WT for different data
forecasting purposes, a recent study in hydrological and water resources forecasting has shown that
these studies may have incorrectly applied WT in the data decomposition step. In doing so, they have
generated models that should not be employed for real-world forecasting problems because their
accuracy is potentially falsely represented [19]. This issue can arise because: (i) future data is drawn
upon when the WT uses some data from the testing period to calculate the wavelet and scaling
coefficients for the training data, (ii) decomposition levels and wavelet filters are incorrectly selected,
and (iii) the training/validation/testing data are split up in an inappropriate manner [19]. It is important
to note that these three problems have not been addressed by the current studies in the field of energy
forecasting when they apply WT. While some other studies [5,6,17,20,21] have tried to address these
issues by applying different forms of WT multiresolution analysis (MRA), for example, discrete wavelet
transform (DWT)-MRA or maximal overlap discrete wavelet transform (MODWT)-MRA separately to
the training, validation, and testing of data, these approaches require the full time-series to calculate the
detail and approximation coefficients, leaving some of the previously mentioned issues unresolved [19].
Therefore, again these studies have failed to apply WT in real-world forecasting problem. Consequently,
as only one study has correctly applied MODWT without added MRA to forecast hydrological and
water resources, additional studies are needed to explore the impact of MODWT and address the
drawbacks cited above when this approach has been used on energy forecasting sector.

In the present study, an OS-ELM model, a fast, reliable and accurate machine learning tool that can
offer a better generalization performance than other algorithms in a range of forecasting applications
(e.g., regression, classification or time-series) and can learn data one by one as do basic extreme learning
machine (ELM) algorithms [22,23], was coupled for the first time with the correct MODWT technique
in an effort to forecast G data. Moreover, OS-ELM input and output parameters as well as weights
were randomly and analytically selected, respectively [22]. First, the study selected the significant
model input variables using a partial autocorrelation function (PACF) to construct a PACF-OS-ELM
(POE) model. The novel MODWT-PACF-OS-ELM (MPOE) model was thus built and compared with
the standalone (non-wavelet) POE model to investigate the influence of WT on G forecasting when the
MODWT transform was applied separately to each input variable to generate the wavelet and scaling
coefficients used in feeding the OS-ELM portion of the model. Data from the three regional campuses
(Toowoomba, Ipswich, and Springfield) of the University of Southern Queensland (USQ), Australia,
were drawn upon to develop and evaluate the accuracy of these techniques in forecasting daily G.
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To outline how these goals were achieved, this paper is organized as follows. The theory of
the OS-ELM and MODWT algorithms are presented in Section 2. Section 3 describes the study area,
data, and methods, while model evaluation criteria, results, and discussions are shown in Section 4.
Finally, the study limitations showing future work opportunities, and conclusions are summarized in
Sections 5 and 6, respectively.

2. Theoretical Background

2.1. Online Sequential Extreme Learning Machine Model (OS-ELM)

In this paper, the machine learning data intelligent ELM-based model architecture was employed
to design a single-layer feed-forward neural network (SLFN), expressed as [4,24]:

yk =
i=M∑
i=1

ρi f (wi.xk + ci) (1)

where k = 1, 2, . . . ; N, M is the hidden nodes of N inputs (lagged variables generated from partial
autocorrelation function (PACF) for G data or the decomposition of the lagged data resulting from
MODWT) xk(t) = {xk}

N
k=1 ∈ RN, and output (G forecasted) yk(x) =

{
yk

}N
k=1 ∈ R in the training period).

A high-level flowchart is presented in Figure 1 to show how these input variables were used to
feed the OS-ELM model. f (.) is the activation function, ci ∈ Γ denotes the threshold of the ith
hidden node, the weight vectors that connect the ith hidden node with the input and output nodes are
wi = [wi1, wi2, . . . , win]

T and ρi = [ρi1,ρi2, . . . ,ρim]
T, respectively, and the term wi.xk refers to the inner

product of wi and xi.
According to [24], Equation (1) can be simplified to the form below:

Hρ = Y (2)

where H =


f (w1.x1 + c1) · · · f (wM.x1 + cM)

...
......................

f (w1.xN + c1) · · · f (wM.xN + cM)


′

N×M

is the hidden layer output matrix of the neural

network, ρ =

 .

ρT
1
.
.
ρT

M


M×m

and Y =

 .

yT
1
.
.

yT
N


N×m

.

The following output weight is calculated by applying the least square solution of the linear
systems as follows:

ρ = H∗Y (3)

where H∗ denotes the inverse matrix of H.
With the classical ELM model, all N samples of data are used during the learning process, making

the model relatively time consuming [4]; however, the OS-ELM model, such as the one developed
in the present study, addresses this issue: data are only used once within the two learning stages of
initialization and sequential learning [4]. The hidden layer output matrix is designed in the initialization
step by allocating the input node (wi) and the threshold (ci) to a small piece of initial training data,
while the second step of sequential learning is then launched on a one-by-one basis to stop reusing
training data [4,22,23,25].
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2.2. Maximum Overlap Discrete Wavelet Transform (MODWT)

Serving as a pre-processing method, the MODWT algorithm [26] was implemented before running
the model to address non-stationarity issues in time-series datasets by decomposing the input data into
high and low-pass filters, resulting in MODWT wavelet and scaling coefficients, respectively (Figure 1).
Basically, those components are defined as follows [6,19,26]:

Wj,i =

l=Lj−1∑
l=0

hj,lXi−1mod N (4)

Vj,i =

l=Lj−1∑
l=0

gj,lXi−1mod N (5)

where X is an input time-series vector with N values; j = 1, 2, . . . J, where J is the decomposition level at
the time i; hj,l and gj,l are the jth level wavelet (Wj,i) and scaling

(
Vj,i

)
filters of MODWT, respectively,

and Lj denotes the width of the jth level filters.
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3. Data and Methods in the Training Period

3.1. Study Area and Data

In the present case study, the ability of the MPOE model to forecast daily electricity demand (G)
was tested using electricity use data from three regional university campuses (Toowoomba, Ipswich,
and Springfield) of the University of Southern Queensland (USQ), Australia. The historical data were
provided by the university campus services for the periods of 1 January 2013 to 31 December 2014 for
the main feed of Toowoomba, 1 September 2015 to 31 August 2016 for the main feed and Building A
block of Ipswich and Springfield campuses, respectively. Data were recorded every 15-min (96 times
per day) in kilowatts (kW), with a total of 70,080 values including 60 zeros for Toowoomba, 35,136
points each for Ipswich and Springfield including 30 zeros and non-zeros, respectively. Zeros were
filled in by taking the average values for the points at the same time of day, across the previous month.
Daily data were then obtained by summing each set of the 96 values, resulting in 730 points (days) for
Toowoomba and 366 points (days) each for Ipswich and Springfield.

Descriptive statistics for the daily time-series datasets are given in Table 1, while plots of the series
datasets for the three university campuses are shown in Figure 2 to demonstrate the electricity demand
values recorded for each day. The current G data clearly showed large fluctuations in G values, resulting
in the need to implement wavelet transformation through MODWT to address non-stationary issues.
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Table 1. Data splitting and descriptive statistics for the G data from the University of Southern Queensland campuses’ three stations.

Station
Data Period

(dd-mm-yyyy)
Original 15-Mins Data No. Daily Data Points Descriptive Statistics for the Whole Daily Datasets

Total No. Zeros Total Training (70%) Validation (15%) Testing (15%) Minimum (kW) Maximum (kW) Mean (kW)

Toowoomba campus
(Main feed)

01-01-2013 to
31-12-2014 70,080 60 730 512 109 109 81,579.70 195,037 141,328

Ipswich campus
(Main feed) 01-09-2015 to

31-08-2016
35,136 30

366 256 55 55
23,336 62,378.06 43,716.96

Springfield campus
(A Block) 35,136 0 5214 13,536.80 8310.05
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3.2. Forecast Model Development and Validation

In this study, the proposed MPOE model and its traditional non-WT equivalent POE were
developed under the MATLAB environment running on an Intel i7 processor at 3.60 GHz. The original
(non-wavelet) dataset with its statistically significant lagged variables, identified using the partial
autocorrelation function (PACF) operating in a 95% confidence interval, was used as an input to
develop the classical POE model. Figure 3 illustrates the number of those lags used to build the model
where the first two significant lags were selected using the data from all three study sites.
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Figure 3. The model input variables constructed from the statistically significant lags at a 95% confidence
interval from the original daily G-datasets in the training period for the three study sites based on
correlation coefficient (r) of predictors (lags) using the partial autocorrelation function (PACF).

On the other hand, to construct the MPOE model, wavelet transformation through MODWT was
employed on the individual PACF lagged variables, and the wavelet outputs (wavelet and scaling
coefficients) were used along with the PACF lagged components as model inputs. The critical task
in achieving a robust model with wavelet transformation is to identify the type of wavelet scaling
(hj,l/gj,l) filter and the decomposition level (J). As no single technique to select the best filter and
the level of decomposition can be confirmed in the literature [6,27], a trial-and-error method was
employed in the present case. Defining a total of 30 wavelet filters, four different widely tested wavelet
families (e.g., [5,6,12,17,19]) were used: Daubechies (dbi, i = 1, 2, · · · , 10), where db1 is the same as
the Haar wavelet (haar); Fejer–Korovkin ( f ki, i = 4, 6, 8, 14, 18, 22); Coiflets (coi fi, i = 1, 2, · · · , 5);.
and Symlets (symi, i = 2, 3, · · · , 10). The maximum level of decomposition (J) was computed using
Equation (6) [6,17,28]:

J = int
(
log2 N

)
(6)

where N is the number of daily data points in this work, and int(). is the function that returns the
nearest integer. For example, for the Toowoomba campus data, a value of J. = 9 was computed, so all
possible levels of decomposition (J = 1, 2, . . . 9) were tested. More details about the MODWT filter and
the decomposition level are shown in Table 2. Figure 4 shows the two MODWT wavelet coefficients
(WC1 and WC2) and the MODWT scaling coefficient (SC) using lag 1 data from the Toowoomba
campus with the best wavelet filter ( f k8) and decomposition level (2). The results of MODWT (wavelet
and scaling coefficients) with db2. and db3 were found to be the same as those with sym2 and sym3,
for all study datasets, respectively.
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Table 2. Optimum model performance and parameters in the training and validation phases based on correlation coefficient (r) and root-mean square error (RMSE;
kW), for the three stations with the daily forecast horizon. The models in boldface are the optimal (best performing) models.

Station Model No. Hidden
Neurons

No. Wavelet/Scaling
Filter

No. Wavelet
Level

No. Models
Developed

Best Model

Training Validation
Wavelet/Scaling

Filter
Wavelet Level Hidden

Neuron Sizer RMSE
(kW) r RMSE

(kW)

Toowoomba
campus (Main feed)

POE 100 Non-wavelet model 100 0.70 17715.42 0.74 16284.72 Non-wavelet model 9
MPOE 100 30 9 27,000 0.96 7260.42 0.94 8026.74 fk8 2 90

Ipswich campus
(Main feed)

POE 100 Non-wavelet model 100 0.68 6944.43 0.67 7543.30 Non-wavelet model 10
MPOE 100 30 8 24,000 0.97 2476.19 0.90 4279.08 db2/sym2 3 54

Springfield campus
(A Block)

POE 100 Non-wavelet model 100 0.65 1036.28 0.61 1641.08 Non-wavelet model 4
MPOE 100 30 8 24,000 0.95 441.64 0.89 1164.65 fk14 5 76
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While forecasting models must go through training, validation, and testing datasets, there is no
single agreed-upon scenario for data splitting [2,3,5]. Accordingly, these data were divided into 70:15:15
for training: validation: testing (Table 1). Data normalization, a very common practice in machine
learning, was applied using Equation (7) to scale values down to a range of (0 1), thereby avoiding
large numbers in the predictor values of datasets [29]. De-normalization was then applied on predicted
data to scale those data back to their original range before models were evaluated.

xnormalized =
x− xminimum

xmaximum − xminimum
(7)

The MATLAB-based OS-ELM function [23], was used to build the present OS-ELM models
in this paper. The most important step in developing an OS-ELM model is the selection of the
activation function ( f (.)) and the hidden neuron size (M; Equation (1)). The radial basis function
(RBF) was employed as the activation function in developing the present model, while values of
hidden neuron size from 1 to 100 were tested, resulting in 100 POE models for each of the three
stations. Additionally, many MPOE models were developed as a result of the numbers of hidden
neuron size (M), wavelet filters and decomposition levels (J); for example 100 (M) × 30 (wavelet
filters) ×9(J) = 27000 models for the Toowoomba site alone. Table 2 summarizes the details of model
development including those factors tested in the training period.

The model accuracy statistics of Pearson correlation coefficient (r) and root-mean square error
(RMSE; kW) were used to assess the performance of the POE and MPOE models in the training and
validation periods, and thereby to identify the best wavelet and model parameters (Table 2).

r =

∑i=n
i=1

[(
Gobs

i −Gobs
)(

G f or
i −G f or

)]
√∑i=n

i=1

(
Gobs

i −Gobs
)2
·

√∑i=n
i=1

(
G f or

i −G f or
)2

(8)

RMSE =

√√√
1
n

i=n∑
i=1

(
G f or

i −Gobs
i

)2
(9)

where n is the total number of values of forecast (or observed) G, G f or
i and Gobs

i are the ith forecasted and

observed values, while G f or and Gobs are the means of the forecasted and observed values, respectively,
in the training period.

The statistical metrics of r and RMSE indicate the greatest model accuracy when they approach 1
and 0, respectively. For all the three sites, MPOE models outperformed POE models. For example,
for the Toowoomba campus, the MPOE training/validation model accuracy statistics were r = 0.96/0.94
and RMSE = 7260.42/8026.74 kW with f k8, 2 and 90 as the best wavelet filter, decomposition level,
and hidden neuron size, respectively. Comparatively, the POE training/validation model accuracy was
poorer: r = 0.70/0.74 and RMSE = 17,715.42/16,284.72 kW for the best hidden neuron size of 9.
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4. Model Evaluation and Results in the Testing Period

4.1. Model Prediction Quality

As the quality of model forecasts of G data cannot be established by a single statistical metric
for the testing phase [30], additional measures, besides the RMSE (Equation (9)), were used [30–39].
These included the Mean absolute error (MAE), relative root-mean square error (RRMSE%), and
relative mean absolute error (MAPE%),

MAE =
1
n

i=n∑
i=1

∣∣∣G f or
i −Gobs

i
∣ ∣∣∣∣ (10)

RRMSE = 100×

√
1
n
∑i=n

i=1

(
G f or

i −Gobs
i

)2

Gobs
(11)

MAPE = 100×
1
n

i=n∑
i=1

∣∣
∣∣∣
∣∣∣
G f or

i −Gobs
i

Gobs
i

∣∣
∣∣∣
∣∣∣ (12)

This MAE shows the model approaching perfection as its value approaches 0. The RRMSE and
MAPE, both best when approaching 0, present an assessment of model accuracy relative to the range
and mean of the forecasted parameter, when a clear evaluation cannot be provided by the RMSE or
MAE alone [17]. Model performance is considered to be excellent when RRMSE < 10%, good if 10% <
RRMSE < 20%, fair if 20% < RRMSE < 30%, and poor if RRMSE > 30% [9,31,40,41].

Further model accuracy indexes include the Willmott’s Index (WI), Nash–Sutcliffe model efficiency
coefficient (ENS) and Legates and McCabe’s Index (LM) below where values closest to 1 indicate the
best performance.

WI = 1−


∑i=n

i=1

(
G f or

i −Gobs
i

)2

∑i=n
i=1

(∣G f or
i −Gobs∣∣∣+ ∣∣Gobs

i −Gobs
∣∣)2

, and 0 ≤WI ≤ 1 (13)

ENS = 1−


∑i=n

i=1

(
G f or

i −Gobs
i

)2

∑i=n
i=1

(
Gobs

i −Gobs
)2

, and∞ ≤ ENS ≤ 1 (14)

LM = 1−


∑i=n

i=1
∣∣∣Gobs

i −G f or
i

∣ ∣∣ ∣∣

∣ ∣∣∣∣∑i=n
i=1

∣∣∣Gobs
i −Gobs∣ ∣∣∣∣

, and (∞ ≤ ELM ≤ 1) (15)

Two statistical tests were also used to show that the MPOE model performs better than the POE
model. Those were Wilcoxon Signed-Rank test [42–44] and T test [2]. They were performed with 0.05
significance level and 2-tailed hypothesis.

4.2. Results and Discussion

Using a plethora of model accuracy statistics (i.e., Equations (9)–(15)), the capability and accuracy
of the MPOE model in forecasting daily electricity demand (G) was evaluated and compared to that
of a traditional POE model, both drawing on testing datasets obtained from three USQ campuses
(Toowoomba, Ipswich, and Springfield). While several models were developed and evaluated in
this study, only results from optimum models, selected from these several trained models, are shown
in Table 3. For all three stations’ datasets, the MPOE model showed close to 50% lower values of RMSE,
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MAE, RRMSE and MAPE and near 50% greater values of ENS and LM than those of the POE model.
For example, for the Toowoomba campus dataset, the MPOE model (MAPE = 4.31%, LM = 0.74) clearly
outperformed the POE model (MAPE = 11.31%, LM = 0.39). Moreover, the MPOE model yielded better
WI values (0.98, 0.98, and 0.95) than the POE model (0.76, 0.75, and 0.67) for the Toowoomba, Ipswich,
and Springfield study areas, respectively. This comparison (Table 3) demonstrated the MPOE model to
have yielded a better performance than the non-wavelet POE model.

Table 3. Optimum model performance in the testing phase for daily forecast horizon based on Willmott’s
Index (WI), Nash–Sutcliffe model efficiency coefficient (ENS), root-mean square error (RMSE; kW),
mean absolute error (MAE; kW), mean absolute percentage error (MAPE%), relative root-mean square
error (RRMSE %), as well as Legates and McCabes Index (LM) for the three stations. The models in
boldface are the optimal (best performing) models.

Station Model WI ENS RMSE (kW) MAE (kW) MAPE (%) RRMSE (%) LM

Toowoomba campus
(Main feed)

POE 0.76 0.42 18,030.44 12,812.32 11.31 13.58 0.39
MPOE 0.98 0.91 7267.62 5400.99 4.31 5.47 0.74

Ipswich campus
(Main feed)

POE 0.75 0.23 7564.84 4860.76 16.29 19.29 0.36
MPOE 0.98 0.93 2337.80 1980.87 5.46 5.96 0.74

Springfield campus
(A Block)

POE 0.67 -0.10 1612.92 1142.36 12.49 17.43 0.11
MPOE 0.95 0.80 692.78 540.30 5.84 7.49 0.58

Additionally, to ensure the superiority of the proposed approach and support the results introduced
in Table 3, Wilcoxon Signed-Rank test and T test have been presented in Table 4 for the forecasted

error statistic |FE| = ∣∣∣G f or
i −Gobs

i
∣ ∣∣∣∣ generated by the MPOE model against the |FE| generated by the

POE model. With 0.05 significance level and 2-tailed hypothesis, significant results were shown in
both tests (p value < 0.05). These results clearly indicate that the MOPE model receives the significance
than the POE model.

Table 4. Wilcoxon Signed-Rank test and T test results for the |FE| of the MOPE model vs. the |FE| for
the POE model.

Station
Wilcoxon Signed-Rank Test T Test

p Value p Value

Toowoomba campus (Main feed) 0.00001 0.00001
Ipswich campus (Main feed) 0.00076 0.00053
Springfield campus (A Block) 0.00018 0.00043

To further examine the success of the MPOE model over the POE model for G forecasting in
the testing period, observed and forecasted values were plotted as ordinate and abscissa for each
model (Figures 5 and 6), and models’ absolute forecasted errors |FE| (Figure 7). Time-series plots in
Figure 5 show that the wavelet models have achieved greater accuracy (closer to observed) than the
wavelet-free models for all sites.

Scatterplots (Figure 6) show the coefficient of determination
(
R2

)
and the linear regression line

(G f or = aGobs + b where a is the slope and b is the ordinate intercept) between the observed and
forecasted values. The greater R2 and values of a and b closer to 1 and 0, respectively, showed that
the MPOE model outperformed the POE model when using each of the campus datasets. For the
Ipswich campus dataset, the MPOE model yielded R2 = 0.93, a = 0.99 and b = 993.15, in contrast to
R2 = 0.42, a = 0.47 and b = 24601 for the POE model.
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for the three study sites.

Using boxplots (Figure 7) and all station datasets, the MPOE and POE models were compared
based on their 25%, 50% and 75% quartiles (lower, middle, upper line of box) as well as maximum and

minimum values of the forecasted error statistic |FE| = ∣∣∣G f or
i −Gobs

i
∣ ∣∣∣∣. Consequently, the statistical error

criteria generated for the MPOE model were significantly lower than those for POE.
Overall, from the results in Tables 3 and 4, as well as Figures 5–7, we can conclude that the MPOE

model has achieved better forecasting performance than the POE model by generating lower values
from MAE, MAPE%, RMSE, and RRMSE% (Table 3), larger values from WI, ENS and LM (Table 3),
significant p values (Table 4), closer forecasted values to the observed values (Figure 5), better values
from R2, a and b (Figure 6) and lower |FE| (Figure 7). The reason behind this is that the MODWT
method has successfully addressed the non-stationarity issues in time-series datasets before running
the POE model to enhance the forecasting accuracy.
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Figure 6. Scatterplots of the observed and forecasted G data in the testing phase with the optimal
models of POE and MPOE. Equations of linear regression and the coefficient of determination are
incorporated. (a) Toowoomba Campus. (b) Ipswich campus. (c) Springfield campus.
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Figure 7. Boxplots of the absolute forecasted error |FE| in the testing dataset for the three study sites
with the optimal models of POE and MPOE.

5. Challenges and Future Work

While this study was the first to apply the best suitable wavelet transforms to energy forecasting
datasets, thereby achieving a high performance MPOE model, some limitations should be addressed
in upcoming works, in particular, the incorporation of external datasets, such as climate variables,
which can be downloaded from different sources (e.g., SILO [45], the European Centre for Medium
Range Weather Forecasts (ECMWF) and global numerical weather prediction models [1,46] and
NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS) [47–50]). These can be decomposed
together with lag values using MODWT. The OS-ELM model will be then fed by the wavelet and
scaling components resulting from the climate and lag variables, to develop a very high-dimensional
model. Although this study has used a good amount of data (730 days and 366 days), a larger power
grid model should be built and evaluated using larger datasets from electricity demand (G) to support
national electricity markets. This could be achieved by testing the proposed method of this work with
a larger study area or incorporating new datasets from the University of Southern Queensland (study
area) when these data are available. However, given the large number of input variables that would be
generated by MODWT, a method to select and narrow down the best input variables or a very fast
model would be necessary to speed up the development step. Accordingly, different pre-processing
techniques (e.g., iterative input selection (IIS) [51], grouping genetic algorithm (GGA) [52] or coral
reef optimization (CRO) [53,54]), along with a fast forecasting method (e.g., deep learning strategy
or long short term memory network [55]) should be integrated with MODWT to improve G data
forecasting accuracy.

6. Conclusions

This study has developed a new energy forecasting model by integrating wavelet transformation
based on MODWT with the PACF-OS-ELM model to improve the forecasting accuracy of
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electricity demand (G) data using the datasets from three regional campuses (Toowoomba, Ipswich,
and Springfield) from the University of Southern Queensland (USQ). The MPOE model’s testing phase
accuracy of prediction was then evaluated and compared to that of its classical non-wavelet model
equivalent (i.e., POE) using several statistical criteria including correlation coefficient (r), root-mean
square error (RMSE), mean absolute error (MAE), relative root-mean square error (RRMSE%), and
relative mean absolute error (MAPE%), Willmott’s Index (WI), Nash–Sutcliffe efficiency coefficient
(ENS) and Legates and McCabe’s Index (LM) as well as two statistical tests of Wilcoxon Signed-Rank
test and T test. The MPOE model outperformed the POE model for all campus datasets.

Although better accuracy was yielded by the MPOE model developed, than the basic POE model,
future work is needed to address some limitations associated with the data and methods used in this
work. External datasets, such as climate variables and a pre-processing technique used to select the
best inputs from those variables, such as IIS, could be employed to further reduce forecasting errors.

To sum up, accurate and reliable G forecasting can be supplied by the MPOE model, and can
therefore help regional electricity markets to improve their system by delivering more precise decisions.
However, improved model performance can be provided by future works that could address the
challenges above.
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Acronyms

ci Threshold of ith hidden node
coi fi Coiflets wavelet filter
dbi Daubechies wavelet filter
f (.) SFLM activation function
f ki Fejer–Korovkin wavelet filter
gj,l jth level scaling filter
hj,l jth level wavelet filter
int(.) Nearest integer function
k Number of hidden nodes in SFLM
kW Kilowatts
r Pearson’s correlation coefficient
symi Symlets wavelet filter
wi weight vectors linking ith hidden node with the input node (SFLM)
ANN Artificial neural network
CRO Coral reef optimization
DWT Discrete wavelet transform
DWT-MRA Discrete wavelet transform–multiresolution analysis
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ECMWF European Centre for Medium Range Weather Forecasts
ELM Extreme learning machine
ENS Nash–Sutcliffe model efficiency coefficient
|FE| Absolute Forecasted error statistics
G Electricity demand (kW)

G f or
i

ith forecasted value of G (kW)

G f or Mean of forecasted G values (kW)
POE PACF-OS-ELM
R2 Coefficient of determination
RMSE Root-mean square error
RRMSE Relative root-mean square error, %
SC Scaling coefficient (MODWT)
SFLM single-layer feed-forward neural network
Gobs

i ith observed value of G (Kw)

Gobs Mean of observed G values (kW)
GGA grouping genetic algorithm
H SFLM’s hidden layer output matrix
H* Inverse of H matrix
IIS Iterative input selection
J Decomposition level
Lj Width of the jth level filters
LM Legates and McCabe’s Index
M Hidden neuron size
MAE Mean absolute error
MAPE Mean absolute percentage error, %
MARS Multivariate adaptive regression spline
MLR Multiple linear regression
MODIS Moderate Resolution Imaging Spectroradiometer (NASA)
MODWT Maximum overlap discrete wavelet transform
MODWT-MRA Maximum overlap discrete wavelet transform–multiresolution analysis
MPOE MODWT-PACF-OS-ELM
MRA Multiresolution analysis
N Number of values in a data series
OS-ELM Online sequential extreme learning machine
PACF Partial autocorrelation function
SVR Support vector regression
Vj,i MODWT scaling coefficients
Wj,i MODWT wavelet coefficients
WC1, WC2 MODWT wavelet coefficients
WI Willmott’s Index
WT Wavelet transforms
ρi weight vectors linking ith hidden node with the output node (SFLM)
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Chapter 7: Conclusions and Future Scope 

7.1 Conclusions 
This study has developed a diverse range of data intelligent modelling techniques for 

electricity load (G) forecasting within Queensland, Australia. Several standalone, 

hybrid and high precision models were presented at multi-forecasting horizons 

including the short-term (half-hourly, hourly, 6-hourly, weekend, working days, public 

holidays and daily), and long-term (monthly). The adopted data intelligent procedures 

derived mainly from machine learning techniques, including data decomposition and 

model parameter optimisations selected in this work were: multivariate adaptive 

regression splines (MARS), support vector regression (SVR), autoregressive 

integrated moving average (ARIMA), M5 model tree, artificial neural networks 

(ANNs), multiple linear regression (MLR) and online sequential extreme learning 

machine (OS-ELM) models, improved versions of empirical mode decomposition 

with adaptive noise (ICEEMDAN) and maximum overlap discrete wavelet transform 

(MODWT), and grid search and hybrid particle swarm optimization (PSO), 

respectively. 

In particular, the MARS, SVR with a grid search and ARIMA models were 

developed and evaluated in the first objective presented in Chapter 3 for short-term 

(i.e., half-hourly, hourly and daily) G forecasting using Queensland’s area aggregated 

data obtained from the Australian Energy Market Operator. The study found that the 

MARS model performed well, outperforming both the SVR and ARIMA models for 

half-hourly and hourly horizons, while the best daily forecasting accuracy was 

achieved by the SVR model. 

In contrast, using the same data in Chapter 3, the forecasting methodology was 

improved in the second objective (Chapter 4) in which the SVR model was constructed 

and integrated with a two-phase data intelligent methods of ICEEMDAN and PSO. 

The ICEEMDAN was applied to address the data non-stationary problem while the 

PSO was used to select the optimum parameters of the SVR model. Using different 

forecasting horizons from whole weeks, weekends, working days, public holidays, and 

monthly, the hybrid ICEEMDAN-PSO-SVR model was then evaluated against five 

alternative models of ICEEMDAN-MARS, ICEEMDAN- M5 model tree, PSO-SVR, 

MARS, and M5 model tree resulting in the highest performance generated by the 

proposed study model. 
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In addition, objective 3 (Chapter 5) presented a new model designed for G 

forecasting by studying the influences of external datasets on G prediction. The study 

used extensive variables from climate and atmospheric parameters. For eight stations 

located in southeast Queensland, the data were the six variables from Scientific 

Information for Land Owners (SILO) and 51 Reanalysis variables obtained from the 

European Centre for Medium-Range Weather Forecast (ECMWF) used to forecast G 

acquired from Energex. For 6 hours and daily G forecasting horizons, an artificial 

neural network (ANN) model was developed as the main model while multivariate 

adaptive regression spline (MARS), multiple linear regression (MLR), and 

autoregressive integrated moving average (ARIMA) were adopted as the comparison 

models developed in this research. According to the results, the study found that the 

ANN model was the most accurate for both forecasting horizons. Moreover, the hybrid 

ANN was assembled by combining three forecasts of the ANN, MARS, and MLR 

models to improve the forecasted accuracy and the bootstrapping (B) skill was 

integrated with the hybrid ANN model to build an ensemble model to explore the 

prediction errors. 

Finally, a suitable and accurate approach of wavelet transformation (WT) in the 

field of energy forecasting was presented in the first time in objective 4 (Chapter 6) in 

this thesis. Accordingly, the maximum overlap discrete wavelet transformation 

(MODWT) technique was employed to decompose the lag variables extracted from 

the partial autocorrelation function (PACF). The decomposition data were then used 

to feed the online sequential extreme learning machine (OS-ELM) building the 

MODWT-PACF-OS-ELM (MPOE) model. Based on the datasets of the three 

university campuses at the University of Southern Queensland, Australia, the MPOE 

significantly outperformed the free wavelet model of PACF-OS-ELM (POE) for the 

daily forecasting horizon. 

To sum up, various novel contributions were provided by this study in the 

development of data-intelligent predictive models for electricity demand forecasting. 

According to the results, the study found that the performances of the suggested 

models were relatively better with respect to standalone models. This means 

innovative new approaches were explored and the main contributions of the research 

could be summarized as follows: 

1- The first contribution was to explore forecasting approaches that have never 

previously been undertaken in the field of G forecasting in Queensland, 
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Australia. The study firstly used MARS and SVR as the main models to be 

compared with the methods that were developed previously. 

2- The second essential contribution was to develop a hybrid two phase model 

utilizing the ICEEMDAN algorithm to address the non-stationarity issues that 

were associated with the data and PSO algorithm to select the best parameters 

for the SVR model. 

3- Another significant contribution, which has not previously been explored, to 

our knowledge, regarding this topic, was incorporating large datasets to 

forecast G. In this work, extensive sets of climate-based predictors, including 

both ground-based measurements and atmospheric reanalysis data obtained 

from the numerical weather forecasting model were used to forecast station-

based electricity energy demand using the ANN model. 

4- The important contribution here was the development of a suitable wavelet 

transformation that has been incorrectly used in many areas elsewhere. The 

MODWT technique was applied to improve the forecast accuracy of the OS-

ELM model.  

5- With the notion of real-time forecasting, the forecast error has been reduced 

gradually indicating the capability of the methods developed in this study. 

6- Support was provided for the national electricity market in Australia 

specifically and worldwide possibly by addressing their energy security and 

sustainability challenges through providing most accurate forecasting tools 

that have the ability to reduce the forecasted error. 

7.2 Limitations and Future Scope 
Although this doctoral study has developed and evaluated many different predictive 

models for G forecasting, which performed quite accurately, the following limitations 

could be addressed in future research studies: 

1- Seasonal and yearly forecasting horizons have not been considered in this study 

due to the limitation of the Queensland’s G data that are currently available for 

20 years only.  

2- Different pre-processing techniques, such as iterative input selection (IIS) 

(Prasad et al. 2017), grouping genetic algorithm (GGA) (Cornejo-Bueno et al. 

2016), or coral reef optimisation (CRO) (Salcedo-SanzCasanova-Mateo, et al. 

2014; Salcedo-SanzPastor-Sánchez, et al. 2014) could be used to improve the 
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forecasting accuracy of G data through the selection of the models’ best input 

variables. 

3- The time consumed to run a model could be reduced using a fast forecasting 

method, for example, deep learning strategy (Ghimire et al. 2019) or long short 

term memory network (Zheng et al. 2017). 

4- The ICEEMDAN technique could be extended into two-layer decomposition 

scenarios when the variational mode decomposition (VMD) (WangLuo, et al. 

2017; WangWei, et al. 2017) is applied to further decompose high frequency 

generated by ICEEMDAN, into a number of variational modes. The three 

phase models, such as ICEEMDAN-VMD-PSO-SVR, OR ICEEMDAN-

VMD-OS-ELM can then be developed. 

5- Despite the PSO demonstrating good performance in selecting the parameters 

of the SVR model, it would be advantageous to include an improved PSO 

method (Chen, Su & Chen 2012), , multi-swarm PSO (MSPSO) (Liu et al. 

2011) or develop a genetic algorithm (Shi et al. 2015) that could help to identify 

appropriate parameters for the SVR model. 

6- Incorporating satellite data that can be extracted from NASA's Moderate 

Resolution Imaging Spectroradiometer (MODIS) and utilized as an alternative 

predictor dataset to develop subsequent G forecasting models. Hourly variables 

over a 0.05°×0.05° grid resolution can be generated from this source with two 

primary sensors (Terra and Aqua MODIS) (Wan 1999; Wan et al. 2004; Deo 

& Şahin 2017; MODIS 2018). 

7- Since energy demand is a multivariate problem, social and population variables 

may need to be taken into account to further improve the accuracy of G 

forecasts. 

In overall conclusion, towards the real-world forecasting problem, this thesis has 

made novel contributions in the field of energy using high precision electricity demand 

machine learning techniques. The forecasting errors have been gradually reduced 

while the data intelligent models have been used in this doctoral research. 

Consequently, it is important to note that the performance of the models developed in 

this study has provided significant ability to forecast energy demand in which the 

models should be explored by forecasters working in national electricity markets, 

particularly the Australian Energy Market Operator in Australia. 
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Abstract. This paper has adopted six daily climate variables for the eleven major locations, and heavily 
populated areas in Queensland, Australia obtained from Scientific Information for Land Owners (SILO) to 
forecast the daily electricity demand (G) obtained from the Australian Energy Market Operator (AEMO). 
Optimal data-driven technique based on a support vector regression (SVR) model was applied in this study 
for the G forecasting, where the model’s parameters were selected using a particle swarm optimization 
(PSO) algorithm. The performance of PSO–SVR was compared with multivariate adaptive regression 
spline (MARS) and the traditional model of SVR. The results showed that the PSO–SVR model 
outperformed MARS and SVR. 

1 Introduction 
Electricity demand (G) forecasting is a purely
fundamental yet a challenging optimisation task for
improving business efficiency of the electricity industry.
A relationship between the G data and temperature is
clearly evident in winter and summer [1]. Hence, it
would be significant to develop a forecasting model
employing both the G and related climate input datasets. 

In recent years, support vector regression (SVR), PSO
algorithm, and multivariate adaptive regression splines
(MARS) have been widely adopted in energy demand
forecasting [1]. Those methods have been used to
forecast G in [1, 2], however, the influences of the
climate datasets are not incorporated yet. 

The main contribution of this research paper is to
improve the G forecasting accuracy by involving climate
datasets and integrating the merits of the PSO algorithm
with the SVR model. To evaluate the PSO-SVR model,
the traditional methods of the SVR and MARS
algorithms are also developed. 

2 Theoretical Background 

2.1 Support vector regression 

A nonlinear regression problem can be solved by a SVR
model, which is a machine learning method and
pioneered by [3], below: � = �(�) = � ∙  ∅(�) + � (1) 

where � = {	
}
��
� ∈ ℛ�, � = {�
}
��
�� ∈ ℛ  are the
predictors and target variables, respectively. �  is a 
constant, � is the weighted vector, and ∅(�) represents
the mapping function employed in the feature space. A
minimisation technique is used to estimate the
coefficients � and � as follows [3]: 

Minimize  �� ∥ � ∥�+ � �� ∑ (�
 + �∗�
�� ) (2) 

Subject to �|�
 − (⟨�, 	
⟩ + �) ≥ � + �
⟨�, 	
⟩ + � − �
 ≤ � + �∗     �
, �∗ ≥ 0                                   (3) 

where the smoothness of the function is determined by �� ∥ � ∥�, �  and � are the model’s parameters and the
nonnegative slack variables (� and �∗)  demonstrate the
distance between actual and equivalent boundary values
of a function approximation. A nonlinear regression
function can be expressed by Eq. 4 after applying
Lagrangian multipliers and optimising conditions [3]: 

�(�) = ∑ (�
 − �∗)�!	
, 	"# + �
��
��   (4) 

where 	
 and 	" $ �, and the term �!	
, 	"#  denotes the 
kernel function.  �
 and �∗ are Lagrangian multipliers [3]. 
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In this study, the radial basis function (RBF) was used in 
the processing of the  SVR model as follows [4]: 

�!	
, 	"# = %	& '*-./*.1-2
�32 4 (5)

where the kernel width and inputs are represented by 5
and 	
, 	" , respectively. The critical task for developing
the SVR model with a good accuracy is to determine the 
three parameters which are kernel width ( 5 ), the loss 
function (�) and regulation (�) during the training period 
[5]. This is achieved through a hybrid method called 
particle swarm optimization (PSO) in section 2.3 below. 

2.2 Multivariate adaptive regression splines 

The relationship between � and � is demonstrated by the 
MARS model as follows [6]: 

� = �6(�) = 78 + ∑ 79:;9(�)<9�� (6) 

where � and � are offered in Eq. 1,  78  is a constant, 

� �1

M
ma  are the model coefficients, > is the number of 

basis functions in MARS, and :;9(�)  is a spline 
function defined as �(�|?, @�, @, @�) , where @� < @ < @� ,
and ? = ±1. 
The number of the basis functions for developing MARS 
model is determined through the Generalized Cross-
Validation criterion (C�D) based on the mean square 
error (MSE) [6]: 

C�D = >EF/[1 − HI(<)� ]� (7)

where >EF = �� ∑ J�
 − �6(�
)K��L�� . CI(>) = �(>) + M ∙>, where M is a penalty factor with a characteristic value 
of v = 3. �(>) is the number of parameters being fitted. 
In the training dataset, the lowest value of the C�D refers 
to the optimal MARS model. 

2.3 Particle swarm optimization (PSO) 

To select the best parameters of the SVR model, which 
are the regulation function (C), kernel width (�) and loss 
function (�) , the PSO algorithm, first introduced by 
Kennedy and Eberhart [7, 8], is employed in this paper 
using the mean square error (MSE) as the fitness function
as follows [9-11]:D
,"(N + 1) = � ∗ D
,"(N) + O� ∗ rand()∗ PQRSTU/,1(N) − �
,"(N)V + O�∗ rand()∗ PWRSTU1(N) − �
,"(N)V

(8)

�
,"(N + 1) = �
,"(N) + D
,"(N + 1) (9)

where �
 = (�
�, �
�, … , �
X)Y is the ith particle from the 
initial population of the size of Z = 1,2, … , ^  and a
dimension _� ` = 1,2, … , b. D
 = (D
�, D
�, … , D
X)Y  is the 

velocity of each particle �
 in the population. According 
to [9, 11], rand() represents a random number between 
zero and one while the individual and global extreme 
values are represented by QRSTU/,1 and WRSTU1 , respectively.
The two values of O� and O� are usually within [2, 2.05], 
whereas � can be defined as follows [9, 10]: 

� = �9
 + (c9e. − c) ∗ (�9e. − �9
)c9e.
(10)

where �9
  and �9e. usually equal to 0.4 and 0.9; c and c9e. are the current and maximum iteration 
numbers, respectively [9].  

3 Materials and Methods 

3.1 Electricity demand data (G)

In this study, the G data were recorded half-hourly (48 
times per day) in Megawatts (MW) for the state of 
Queensland, and these data were acquired from the 
Australian Energy Market Operator (AEMO) [12] for the 
period of 01-01-2015 to 31-12-2016 (dd-mm-yyyy). The 
30-minute data periods were converted to daily terms by 
obtaining total values for each day. Figure 1 showed the 
plots of the actual G data series.

Fig. 1. Time-series of electricity demand (G MW) data.

3.2 Climate dataset 

Historical climate datasets for the same period of the G
data were obtained from Scientific Information for Land 
Owners (SILO) [13]. The data were collected for the 
main eleven stations, which contain the majority of the 
population of Queensland, that were shown in Fig. 2 and 
Table 1.

Fig. 2. Area map for the climate datasets.
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Fig. 3. Time-series of climate datasets used in this study.

Table 1. Population for each climate station 

No. Station Population number
1 Cairns 240,190
2 Townsville 229,031
3 Mackay 43,364
4 Rockhampton 79,726
5 Gladstone 61,640
6 Bundaberg 92,897
7 Hervey Bay 53,035
8 Sunshine Coast 346,522
9 Brisbane 2,270,800
10 Gold Coast 555,721
11 Toowoomba 149,512

Total 4,122,438

The population numbers were obtained from 
Australian Bureau of Statistics [14] where the total 
number of population resulted from the eleven stations in 
Table 1 is very close to the population of whole 
Queensland (4,883,739). 

The input data were comprised of the time-series of 
maximum and minimum air temperature (c9e. and c9
),
rainfall (Rain) evaporation (Evap), solar radiation (Radn) 
and vapour pressure (VP). The datasets for whole 
Queensland were obtained by getting the average of c9e., c9
, Radn and VP and the total values of Rain and 
Evap of the eleven stations datasets. Those were used as 
the inputs of the models. Figure 3 showed the plots of 
those actual time series.

3.3 Forecast model development and validation 

The climate variables in section 3.2 above were used to 
forecast the G data by developing three models: PSO-
SVR, SVR and MARS. As there is no a single method for 
splitting data into training, validation and testing [5], the 
data were divided into subsets of 70% for training, 15% 
for validation and 15% for testing.

MATLAB-based Libsvm toolbox (version 3.22), 
developed by Chang and Lin [15], was used to build the 
SVR model. To develop a hybrid SVR model, the PSO 
algorithm (section 2.3) was used to select the optimal 
parameters based on the smallest value of MSE. To 

evaluate the accuracy of the SVR model, the software 
packages version 1.13.0 was employed [16] for the 
MARS model. 

The models were validated in Table 2 using the root-
mean square error (RMSE, Eq. 11). The PSO–SVR model
yielded the lowest RMSE, which indicated the best 
accuracy compared to the other models. 

Table 2. Root-mean square error (RMSE; MW) in the validation 
dataset

Model RMSE (MW)
PSO–SVR 12730.52
SVR 12930.53
MARS 16701.61

3.4 Model performance evaluation 

This study adopted a wide range of statistical error criteria 
in the testing period based on statistical indicators. Those 
are mean absolute error (MAE), root-mean square error 
(RMSE), relative error (%) based on MAE and RMSE
values (MAPE and RRMSE), Willmott’s Index (WI), the 
Nash–Sutcliffe coefficient (F�f) , and the Legates and 
McCabe Index (Fg<) [17-26], represented below:

h>EF =  i� ∑ !C
jkl − Ckmo#�
�
�� (11)

>pF =  � ∑ qC
jkl − Ckmoq
�
�� (12)

hh>EF = 100 × ist ∑ uH/vwx*H/wyz~2/�t/�s Hwyz� ��� � (13)

>pQF = 100 × � ∑ �H/vwx*H/wyz
H/wyz �
�
�� (14)

�� =
1 − � ∑ uH/vwx*H/wyz~2/�t/�s

∑ u�H/vwx*Hwyz� ��� ����H/wyz*Hwyz� ��� ��~2/�t/�s � ,    0 ≤
�� ≤ 1

(15)

F�f = 1 − �∑ uH/vwx*H/wyz~2/�t/�s
∑ uH/wyz*Hwyz� ��� �~2/�t/�s � , -∞ ≤ F�f ≤ 1 (16)
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Fig. 4. Scatterplot of the G-forecasted vs. G-observed of electricity demand data in the testing period using the three models. The 
equation of linear regression line and the coefficient of determination are incorporated.

Fg< = 1 − �∑ �H/wyz*H/vwx�/�t/�s
∑ �H/wyz*Hwyz� ��� ��/�t/�s

� , -∞ ≤ Fg< ≤ 1 (17) 

where C
jkland Ckmo are the ith forecasted and observed 
values of G in the testing period, respectively; n is the 
total number of C
jklor Ckmo values, Cjkl������ and Ckmo�  are 
the means of forecasted and observed values, 
respectively. 

4 Results and Discussions 
The performance of the PSO–SVR model for the daily 
forecast horizon was compared with traditional SVR and 
MARS models in the testing period. The results of the 
comparison indicated that the PSO–SVR yielded better 
performances (lowest RMSE, and MAE, as well as the 
largest WI, ENS, and ELM) than SVR and MARS models. 
Those values were summarized in Table 3.

Table 3. The performance evaluation of the models in the test 
period 

Model WI ENS
RMSE
(MW)

MAE
(MW)

MAPE
(%)

RRMSE
(%) ELM

PSO–
SVR 0.88 0.66 11716.97 9668.15 3.27 3.92 0.41

SVR 0.87 0.64 11909.00 9895.09 3.34 3.99 0.40

MARS 0.87 0.60 12612.22 11003.20 3.69 4.22 0.33

The scatterplots of C
jklvs.  Ckmo  and the model 
forecasted errors, |;F| = |C���,
 − C��f,
| in the testing 
period for the three models were shown in Figs. 4 and 5, 
respectively. The lowest forecasted errors (|;F|)  were 
shown by the PSO-SVR model in this study (Fig. 5). On 
the other hand, the highest correlation of determination (h�) was achieved by the PSO-SVR model (Fig. 4). 
Overall, a significantly greater accuracy was attained by 
the PSO–SVR model than the other models. 

Fig. 5. Model forecasted errors, |;F| = |C���,
 − C��f,
| in the 
testing period using the three models.

5 Concluding Remark 
In this paper, a hybrid PSO–SVR model was proposed 
for daily G forecasting horizon in Queensland, Australia, 
where the model used data from Australian Energy 
Market Operator (AEMO) and Scientific Information for 
Land Owners (SILO). The MARS and the traditional 
method of SVR were also used in this research study to 
evaluate the main model. The results showed that the 
PSO–SVR outperformed the MARS and SVR models. 
As a result, the data-driven tool constructed by the PSO–
SVR model is a powerful forecasting framework which 
can support the National Electricity Market (e.g.,
AEMO). Although the PSO–SVR model performed well 
in this paper, some challenges in model development 
section could be appeared. As the PSO algorithm needs a 
longer time to produce the SVR parameters, alternative 
methods, such as multi-swarm PSO and sine cosine 
algorithm may need to be used. In addition, the model 
could be improved using ensemble-based uncertainty 
testing by a bootstrapping technique. Those should be 
addressed in future studies.
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